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Preface

The present book is an introduction to a new field in applied group analysis. The
book deals with symmetries of integro-differential, stochastic and delay equations
that form the basis of a large variety of mathematical models, used to describe vari-
ous phenomena in fluid mechanics and plasma physics and other fields of nonlinear
science.

Because of its baffling complexity the mathematical study of nonlocal equations
is far from completion, although the equations have been intensively studied in nu-
merous applications over more than fifty last years using both numerical and analyt-
ical methods. The principal aim of analytical approaches is to obtain exact solutions,
admitted symmetries, conservation laws and other mathematical properties, which
allow one to make sound decisions in more detailed applied investigations.

Classical Lie group theory provides a universal tool for calculating symmetry
groups for systems of differential equations. Consequently, group theoretical meth-
ods appear efficient in analyzing different phenomena using mathematical models
that employ differential equations. However Lie’s methods cannot be directly ap-
plied to integro-differential equations, infinite systems of differential equations, de-
lay equations, etc. Hence it is natural to extend the ideas of modern group analysis
to these mathematical objects that up to recently were not in mainstream of classical
group theoretical approaches.

The book is designed for specialists in nonlinear physics interested in methods of
applied group analysis for investigating nonlinear problems in physical, engineering
and natural sciences. It is based on our research results and various courses and lec-
tures given to undergraduate and graduate students as well as professional audiences
over the past thirty years. The book can also serve as a textbook on symmetries of
integro-differential, stochastic and delay equations for graduate students in applied
mathematics, physics and engineering.

In the preparation of this monograph the roles were distributed in the following
way. The first chapter was written by N.H. Ibragimov. The second and third chap-
ters are the result of collaboration between Y.N. Grigoriev and S.V. Meleshko. The
fourth chapter was prepared by V.F. Kovalev. Chapters five and six are the work of
S.V. Meleshko.
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Organization of the Book

The contents of this book have been assembled from results scattered across many
different articles and books published over the last thirty years.

The monograph includes six chapters. The first chapter contains an introduction
to the methods of Lie group analysis of ordinary and partial differential equations.
The basic notions of this mathematical area: continuous transformation groups, al-
gebras of their generators, determining equations and methods of finding invariant
solutions of differential equations are presented and illustrated by numerous exam-
ples. New trends in modern group analysis are also reflected. The intention of the
chapter is to give the basic ideas of classical and modern group analysis to beginner
readers and provide useful materials for advanced specialists.

The second chapter presents a survey of different methods for constructing sym-
metries and finding invariant solutions of integro-differential equations. An intro-
duction to these methods is carried out using simple model equations, allowing the
reader to follow the calculations in detail. The chapter includes substantial gener-
alization of the original scheme of the group analysis method to equations with
nonlocal operators. In the concluding sections of the chapter this regular method
of obtaining admitted Lie groups is illustrated by applications to different integro-
differential equations.

The results of group analysis of the Boltzmann kinetic equation and some sim-
ilar equations with squarely nonlinear integral operators are described in the third
chapter. These equations form the foundation of the kinetic theory of rarefied gas
and coagulation. The main point of interest here is the isomorphism of the Lie group
of point transformations admitted by the full Boltzmann equation and the Euler in-
viscid gas dynamic system. This remarkable fact allows us to obtain representations
of all invariant solutions with one and two independent variables of the Boltzmann
equation. For equations with few number of independent variables the proposed
method allows us to derive constructive proofs of the completeness of admitted Lie
groups. The representations of all invariant solutions are also presented.

The fourth chapter is entirely devoted to a group analysis of the Vlasov—Maxwell
and related type equations. The equations form the basis of the collisionless plasma
kinetic theory, and are also applied in gravitational astrophysics, in shallow-water
theory, in the theory of pulverulent suspensions, etc. Nonlocal operators in these
equations appear in the form of the functionals defined by integrals of the distri-
bution functions over momenta of particles. Much of the importance of the ap-
proach used in this chapter for calculating symmetries stems from the procedure
of solving determining equations using variational differentiation. The set of sym-
metries obtained comprises symmetries for the Vlasov—Maxwell equations of the
non-relativistic and relativistic electron and electron—ion plasmas in both one- and
three-dimensional cases, and symmetries for Benney equations. In the concluding
sections of this chapter the procedure for symmetry calculation and the renormal-
ization group algorithm go hand in hand to present illustrations from plasma kinetic
theory, plasma dynamics, and nonlinear optics, which demonstrate the potentialities
of the method in construction of analytic solutions to nonlocal problems of nonlinear
physics.
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The fifth and sixth chapters present new fields of application of group analysis
to stochastic and delay differential equations. In the fifth chapter a definition of
determining equations for calculation of the Lie algebras admitted by stochastic
dynamical systems is formulated. This gives an opportunity to derive determining
equations for symmetries of Itd and Stratonovich dynamical systems.

The sixth chapter deals with symmetries of delay differential equations. In re-
cent years these equations have been intensively studied in biology, in population
dynamics and bioscience problems, in control problems, etc. The equations have a
nonlocal character because their solutions demand a knowledge of not only current
conditions, but also of conditions at certain previous moments. The concept of de-
termining equations is also introduced here, and is then used for classification of
invariant solutions of the second-order ordinary delay differential equations.

Acknowledgements

We express our gratitude to Alan Jeffrey who persuaded us to undertake this venture
and was unfailing in his assistance. We owe sincere thanks to our friends, colleagues
and students for their support. Finally, we thank the Editors at Springer for their
cooperation and courtesy during the preparation of the monograph.

Novosibirsk, Russia Y.N. Grigoriev
Karlskrona, Sweden N.H. Ibragimov
Moscow, Russia V.F. Kovalev

Nakhon Ratchasima, Thailand S.V. Meleshko



Contents

1

Introduction to Group Analysis of Differential Equations . . . . . .
One-Parameter Groups . . . . . . . . . . ... ... ...

1.1

1.2

1.3

1.1.1
1.1.2
1.1.3
1.14
1.1.5
1.1.6
1.1.7

Definition of a Transformation Group . . . . . .. .. ..
Generator of a One-Parameter Group . . . . . . ... ..
Construction of a Group with a Given Generator . . . . .
Introduction of Canonical Variables . . . . . .. ... ..
Invariants (Invariant Functions) . . . . ... ... .. ..
Invariant Equations (Manifolds) . . . . .. ... ... ..
Representation of Regular Invariant Manifolds

vialnvariants . . . . . . ... L L Lo

Symmetries and Integration of Ordinary Differential Equations

1.2.1
1.2.2

123
124
1.2.5
1.2.6
1.2.7

1.2.8

1.2.9
1.2.10

Symmetries and Invariant Solutions of Partial Differential Equations

1.3.1
1.3.2
1.33
1.34
1.3.5
1.3.6

The Frame of Differential Equations . . . . . . ... ...
Prolongation of Group Transformations and Their
Generators . . . . ...
Group Admitted by Differential Equations . . . . . . ..
Determining Equation for Infinitesimal Symmetries

An Example on Calculation of Symmetries . . . . . . . .
Lie Algebras. Specific Property of Determining Equations
Integration of First-Order Equations: Lie’s Integrating
Factor . . . . ... ... ... o
Integration of First-Order Equations: Method

of Canonical Variables . . . . . ... ... ... .....
Standard Forms of Two-Dimensional Lie Algebras . . . .
Lie’s Method of Integration for Second-Order Equations .

Discussion of Symmetries for Evolution Equations . . . .
Calculation of Symmetries for Burgers’ Equation . . . . .
Invariant Solutions and Their Calculation . . . . . . . ..
Group Transformations of Solutions . . . . . . . ... ..
Optimal Systems of Subalgebras . . . . .. ... ... ..
All Invariant Solutions of the Burgers Equation . . . . . .

10
10

12
13
14
14
16

17

24



Contents

1.4 General Definitions of Symmetry Groups . . . . . . .. ... ...
1.4.1  Differential Variables and Function . . . ... ... ...
142  Frame and Extended Frame . . ... ... ... ... ..
1.43  Definition Using Solutions . . . . . . ... ... .....
1.44  Definition Using the Frame . . . .. .. ... ... ...
1.4.5  Definition Using the Extended Frame . . . . . . ... ..
1.5 Lie-Bécklund Transformation Groups . . . . . .. ... ... ..
1.5.1 Lie-Bidcklund Operators . . . . . . ... .........
1.5.2  Integration of Lie-Bicklund Equations . . . . ... ...
1.5.3  Lie-Bidcklund Symmetries . . . . . ... ... .. ....
1.6 Approximate Transformation Groups . . . . . . . ... ... ...
1.6.1  Approximate Transformations and Generators . . . . . .
1.6.2  Approximate Lie Equations . . . .. ... ... .....
1.6.3  Approximate Symmetries . . . . . . . .. ... ... ..
References . . . . .. ... ... ... ... .

Introduction to Group Analysis and Invariant Solutions
of Integro-Differential Equations . . . . .. ... ...........
2.1 Integro-Differential Equations in Mathematics and in Applications
2.2 Survey of Various Approaches or Finding Invariant Solutions
2.2.1  Methods Using a Presentation of a Solution
or an Admitted Lie Group . . . . ... ... ... ....
222 Methodsof Moments . . . . . . ... ...........
2.2.3  Methods Using a Transition to Equivalent Differential
Equations . . . . . . .. ... ...
2.3 A Regular Method for Calculating Symmetries of Equations
with Nonlocal Operators . . . . . . . ... ... ... .......
2.3.1  Admitted Lie Group of Partial Differential Equations . . .
2.3.2  The Approach for Equations with Nonlocal Operators
2.4 TIustrative Examples . . . . . . .. ... ... ... ...
2.4.1  The Fourier-Image of the Spatially Homogeneous
Isotropic Boltzmann Equation . . . . ... ... ... ..
2.4.2  Equations of One-Dimensional Viscoelastic Continuum
Motion . . . . . ...
References . . . . .. ... ... . ... o oL

The Boltzmann Kinetic Equation and Various Models . . . . . . . .

3.1 Studies of Invariant Solutions of the Boltzmann Equation . . . . .

3.2 Introduction to the Boltzmann Equation . . . . . ... ... .. ..

3.3 Group Analysis of the Full Boltzmann Equation . . . . . ... ..

3.3.1  Admitted Lie Algebras . . . . . ... ...........

3.3.2  Isomorphism of Algebras . . . .. ... ... ......

3.3.3  Invariant Solutions of the Full Boltzmann Equation . . . .
3.3.4  Classification of Invariant Solutions of the Fourier

Transformation of the Full Boltzmann Equation . . . . . .

59
73

78

89
90
92
94

95

102
108

113
113
114
116
116
121
123



Contents

3.4 Complete Group Analysis of Some Kinetic Equations . . . . . . .
3.4.1  The Boltzmann Kinetic Equation with an Approximate
Asymptotic Collision Integral . . . . .. ... ... ...
34.2  The Smolukhovsky Kinetic Equation . . . ... ... ..
3.43 A System of the Space Homogeneous Boltzmann Kinetic

Equations . . . . . .. ... ...
344 Homogeneous Relaxation of a Binary Model Gas . . . . .
References . . . . . . . . . . . .

Plasma Kinetic Theory: Vlasov—-Maxwell and Related Equations
4.1 Mathematical Model . . . . . ... ... ... oL
4.2 Definition and Infinitesimal Test . . . . . . . ... ... ... ...
4.2.1  Definition of Symmetry Group . . . . . . .. .. ... ..
4.2.2  Variational Derivative for Functionals . . . . . . ... ..
4.2.3  Infinitesimal Criterion . . . . . ... ... ... .....
4.2.4  Prolongation on Nonlocal Variables . . . . ... ... ..
4.3 Symmetry of Plasma Kinetic Equations in One-Dimensional
ApproxXimation . . . . . ... ..o e
4.3.1  Non-relativistic ElectronGas . . . . ... ... ... ..
43.2 RelativisticElectron Gas . . . . . ... ... .. .....
4.3.3  Collisionless Non-relativistic Electron—Ion Plasma . . . .
4.3.4  Collisionless Relativistic Electron-Ion Plasma . . . . . .
4.3.5 Non-relativistic Electron Plasma Kinetics with a Moving
and Stationary Ion Background . . . ... ... ... ..
4.3.6  Relativistic Electron Plasma Kinetics with a Moving Ion
Background . . . . . .. ..o oo
4.3.7  Non-relativistic Electron—-Ion Plasma in Quasi-neutral
Approximation . . . . ... ...
4.4  Group Analysis of Three Dimensional Collisionless Plasma
Kinetic Equations . . . . . .. ... ... ... ... .. ...,
44.1 Relativistic Electron Gas Kinetics . . . . . ... ... ..
4.4.2  Relativistic Electron—-Ion Plasma Kinetic Equations . . . .
4.5 Symmetry of Vlasov—Maxwell Equations in Lagrangian Variables .
4.6 Vlasov-Type Equations: Symmetries of the Benney Equations . . .
4.6.1 Different Forms of the Benney Equations . . . . . . . ..
4.6.2  Lie Subgroup and Lie—Bicklund Group: Statement
ofthe Problem . . ... ... ... ... .. .......
4.6.3 Incompleteness of the Point Group: Statement
oftheProblem . . ... ... ... ... . ... ...,
4.6.4  Determining Equations and Their Solution . . . ... ..
4.6.5 Discussion of the Solution of the Determining Equations .
4.6.6  Illustrative Example for Matrix Elements . . . . . . . ..
4.7 Symmetries in Application to Plasma Kinetic Theory.
Renormalization Group Symmetries for Boundary Value Problems
and Solution Functionals . . . . .. ... ... ... .......

xi



xii

Contents

47.1  Introduction to Renormgroup Symmetries . . . . . . . . .
472  RG Symmetry: An Idea of Construction and Its Simple
Realization . . . . .. ... ... ... ... .. ...,
473  Renormgroup Algorithm . . . . . ... ... ... ....
474  Examples of RG Symmetries in Plasma Theory . . . . . .
References . . . . . .. ... ... .. ..

Symmetries of Stochastic Differential Equations . . . . . . . ... ..
5.1 Stochastic Integration of Processes . . . . ... ... ... ....
5.1.1  Stochastic Processes . . . .. ... ... ... ......
5.12  TheltdIntegral . . . . . . . ... ... ... ... ....
5.13 Thelto Formula . .. ... ... .............
5.1.4  Time Change in Stochastic Integrals . . . . . . . ... ..
5.2 StochasticODEs . . . . ... ... . ... ... . ... ...
5.2.1  Itd Stochastic Differential Equations . . . . . . . ... ..
5.2.2  Stratonovich Stochastic Differential Equations . . . . . .
5.2.3  Kolmogorov Equations . . . . . . ... ... .. .....
5.3 Linearization of First-Order SODE . . . . . ... ... ... ...
5.3.1  Weak Linearization Problem . . . . . ... ... ... ..
5.3.2  Strong Linearization of First-Order SODE . . . . . . ..
5.4 Linearization of Second-Order SODE . . . . . . ... ... ....
5.4.1 Linearization Conditions . . . . . . . ... ... .....
5.5 Transformations of Autonomous SODEs . . . . .. ... ... ..
5.5.1  Admitted Transformations . . . . . .. ... ... ....
5.5.2  Autonomous Systems of Stochastic First-Order ODEs
5.6 Transformations of Stochastic ODEs . . . .. ... ... .....
5.6.1  Short Historical Review . . . . ... ... ... .....
5.6.2  Admitted Lie Group and Determining Equations . . . . .
5.7 Symmetries of StochasticODEs . . . . . . ... ... .......
5.7.1  Determining Equations . . . . . . ... ... ... ....
5.7.2  Admitted Lie Group of Geometric Brownian Motion . . .
5.8 Lie Groups of Transformations of Some Stochastic ODEs . . . . .
5.8.1  Geometric Brownian Motion . . . . . . ... ... ....
5.8.2  Narrow-Sense Linear System . . . . ... ... .....
5.8.3  Black and Scholes Market . . . . .. ... ... .....
5.84 NonlinearItd System . . . . . . ... ... ... .....
References . . . . . . . . . . ... L

Delay Differential Equations . . . . . . ... ... ...........
6.1 Delay Differential Equations in Mathematical Modeling . . . . . .
6.2 Mathematical Background of Delay Ordinary Differential
Equations . . . . .. ... ...
6.2.1  Definitions and Theorems . . . . ... ... ... ....
6.3 Definition of Symmetriesof DDEs . . . ... ... ... .....
6.3.1 Example . ... ... ... ... ... ... ...



Contents

6.3.2  Admitted Lie Groupof DODE . . . . . ... ... ....
6.3.3  Symmetries of a Model Equation . . . .. ... ... ..
6.3.4  Differential-Difference Equations . . . . . ... ... ..
6.4 Group Classification of Second-Order DODEs . . . . ... .. ..
6.4.1 Introduction into the Problem . . . . ... .. ... ...
6.4.2  Determining Equations . . . . . .. ... ... ... ...
6.4.3  Properties of Admitted Generators . . . . . ... ... ..
6.4.4  Strategy for Obtaining a Complete Classification
of DODEs . ... ..... .. ... ... .. . .....
6.4.5 Ilustrative Examples . . . . . ... ... ... ......
6.4.6 Listof Invariant DODEs . . . . . ... ... ... ....
6.5 Equivalence Lie Group for DDE . . . . ... ... ... .....
6.5.1  Lie-Bicklund Representation of Determining Equations
for the Equivalence Lie Groupof PDEs . . . . . . .. ..
6.5.2  Potential Equivalence Lie Group of Delay Differential
Equations . . . . . .. ... ..
6.6 The Reaction-Diffusion Equation withaDelay . . . . . . ... ..
6.6.1  The Cauchy Problem . . . . .. ... ... ... .....
6.6.2  The Equivalence Lie Group . . . . .. ... ... ....
6.6.3  Admitted Lie Group of Equation . . . . ... ... ....
6.64 Case A#0 ... ... . e
6.65 CaseA=0...... ... . .. ... ...
6.6.6  Summary of the Group Classification . . . ... ... ..
6.6.7 Invariant Solutions . . . . . .. .. ... ... L.
References . . . . .. ... ... ... oo

Appendix A . . . ... e

A.l1 Optimal Systems of Subalgebras . . . .. ... ... .......
A.1.1  Six and Seven-Dimensional Subalgebras of the Lie

Algebra Li1(Y) ... ... . o

A.1.2  Six-Dimensional Subalgebras of the Lie Algebra L1»(Y) .

AppendixB . . . . . ...

B.1 Realizations of Lie Algebras on the Real Plane . . . . . . . .. ..
B.2 Group Classification of Second-Order DODEs . . . . . . ... ..



Chapter 1
Introduction to Group Analysis of Differential
Equations

In this chapter we introduce the basic concepts from Lie group analysis: continuous
transformation groups, their generators, Lie equations, groups admitted by differen-
tial equations, integration of ordinary differential equations using their symmetries,
group classification and invariant solutions of partial differential equations. It con-
tains also an introduction to the theory of Lie-Bécklund transformations groups
and approximate groups. The reader interested in studying more about Lie group
methods of integration of differential equations is referred to [8] and to the recent
textbook [10].

1.1 One-Parameter Groups

1.1.1 Definition of a Transformation Group

We will consider here only one-parameter groups. Let T, be an invertible transfor-
mation depending on a real parameter a and acting in the (x, y)-plane:

Xx=fx,y,a), y=gk,y,a), (1.1.1)
where the functions f and g satisfy the conditions
f’u=0:x’ 3|a=o=Y~ (1.1.2)

The invertibility is guaranteed if one requires that the Jacobian of f, g with respect to
X,y is not zero in a neighborhood of a = 0. Further, it is assumed that the functions
f and g as well as their derivatives that appear in the subsequent discussion are
continuous in x, y, a.

Definition 1.1.1 A set G of transformations (1.1.1) is a one-parameter transforma-
tion group if it contains the identical transformation / = Ty and includes the inverse
Ta_1 as well as the composition 7T, of all its elements T, T € G. By a suitable
choice of the group parameter a, the main group property 7,7, € G can be written

T, = a+b>

Y.N. Grigoriev et al., Symmetries of Integro-Differential Equations, 1
Lecture Notes in Physics 806,
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2 1 Introduction to Group Analysis

that is
F(fx.y.a).8(x,y,a),b) = f(x,y,a+D),

(1.1.3)
g(f(x’)’sa),g(xs%a)»b)=g(xsy,a+b)-

In practical applications, the conditions (1.1.3) hold only for sufficiently small
values of a and b. Then one arrives at what is called a local one-parameter group G.
For brevity, local groups are also termed groups.

1.1.2 Generator of a One-Parameter Group

The expansion of the functions f, g into the Taylor series in a near a = 0, taking
into account the initial condition (1.1.2), yields the infinitesimal transformation of
the group G (1.1.1):

x~x+Ex,y)a, y~y+n(x,ya, (1.1.4)
where
af(x,y,a) 0g(x,y,a)
Ex,)=—"| ., nx,y)=—""-| . (1.1.5)
da a=0 da a=0

The vector (£, n) with components (1.1.5) is the tangent vector (at the point (x, y))
to the curve described by the transformed points (x, ¥), and is therefore called the
tangent vector field of the group G.
Example 1.1.1 The group of rotations
X=xcosa+ ysina, y=ycosa—xsina
has the following infinitesimal transformation:
XX x+ya, yXy—xa.

The tangent vector field (1.1.5) is sometimes also written as a first-order differ-
ential operator

d d
X=€(x,y)a+n(x,y)5, (1.1.6)

which behaves as a scalar under an arbitrary change of variables, unlike the vector
(&, n). Lie called the operator (1.1.6) the symbol of the infinitesimal transformation
(1.1.4) or of the corresponding group G. In the current literature, the operator X
(1.1.6) is called the generator of the group G of transformations (1.1.1).

Example 1.1.2 The generator of the group of rotations from Example 1.1.1 has the
form

X=y— —x—- (1.1.7)
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1.1.3 Construction of a Group with a Given Generator

Given an infinitesimal transformation (1.1.4), or the generator (1.1.6), the transfor-
mations (1.1.1) of the corresponding one-parameter group G are defined by solving
the following equations known as the Lie equations:

af
%:E(f’g)» f|a:O=x’

(1.1.8)

dg
Ezn(fag)a g|a:O=y-

We will write (1.1.8) also in the following equivalent form:
dx
da
dy
da

—E(5,5), F|,_,=x.
(1.1.9)

=09, ¥|,_o=»

Example 1.1.3 Consider the infinitesimal transformation

XA x +ax?, yRy+axy.

The corresponding generator has the form
0 d
X=x>—4xy—- (1.1.10)
ox dy

The Lie equations (1.1.9) are written as follows:

The differential equations of this system are easily solved and yield
1 _ Cy
a+Cy’ Y= a+Cy’
The initial conditions imply that C; = —1/x, C; = —y/x. Consequently we arrive
at the following one-parameter group of projective transformations:
X - y
—ax’ " 1—ax

i=-

)E:

(1.1.11)

One can represent the solution to the Lie equations (1.1.9) by means of infinite
power series (Taylor series). Then the group transformation (1.1.1) for a generator
X (1.1.6) is given by the so-called exponential map:

F=eY(x), 7=e%(y), (1.1.12)

where

2 K
e“X:1+%X+§—'X2+~--+Csl—'XS+~-~. (1.1.13)
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Example 1.1.4 Consider again the generator (1.1.10) discussed in Example 1.1.3:

5 0 9
X=x"—+xy—-

ax dy
According to (1.1.12)—(1.1.13), one has to find X*(x) and X*(y) for all s =
1,2, .... We calculate several terms, e.g.

Xx)=x2, X’x)=XX@x)=Xx>H=2x* X)) =x@2) =3
and then make a guess:
X5 (x) = st
The proof of the latter equation is given by induction:
X)) =X = (s + DI’ = (s + DIx* 2.
Furthermore, one obtains
X =xy, X2()=X0y) =yX® +xX(y) = yx’ +xxy =2y,
X3 (3) =2[yX (x%) + x> X ()] = 21[y2x7) + x*xy] = 3lyx?,
then makes a guess
X' (y) = slyx*
and proves it by induction:
X () =s1X (yx%) = s![syx* T+ x5 (xy)] = (s + Dlyx* T,
Substitution of the above expressions in the exponential map yields:
eX(x)=x+ax>+---+a'x*T ...

One can rewrite the right-hand side as x(1 4+ ax + --- 4+ a®x® + - - ). The series in
brackets is manifestly the Taylor expansion of the function 1/(1 — ax) provided that
lax| < 1. Consequently,

i:e“X(x)zl .
—ax

Likewise, one obtains
() =y+ayx+alyt +-+ayxt 4o
:y(1+ax++avxv+)

Hence,

y
1—ax’

y=e¥(y) =

Thus, we have arrived at the transformations (1.1.11):

X - y
y:

X =

1—ax’ l—ax.
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1.1.4 Introduction of Canonical Variables

Theorem 1.1.1 Every one-parameter group of transformations (1.1.1) reduces to
the group of translations t =t + a, i = u with the generator X = % by a suitable
change of variables

t=t(x,y), u=u(x,y).

The variables t, u are called canonical variables.

Proof Under a change of variables the differential operator (1.1.6) transforms ac-
cording to the formula

X=X(I)%+X(u)%. (1.1.14)

Therefore canonical variables are found from the linear partial differential equations
of the first order:

ot (x, ot (x,
X(l)Ef(X,y)%—kn(x,y)%:l,
_ du(x,y) du(x,y) (1.1.15)
X(”)Zf(x»}’)T-l-n(xﬁ)’)T—O-

O

1.1.5 Invariants (Invariant Functions)

Definition 1.1.2 A function F(x, y) is an invariant of the group G of transforma-
tions (1.1.1) if F(x,y) = F(x,y), i.e.

F(f(x,y,a),g(x,y,a))=F(x,y) (1.1.16)

identically in the variables x, y and the group parameter a.

Theorem 1.1.2 A function F(x, y) is an invariant of the group G if and only if it
solves the following first-order linear partial differential equation

oF

— =0. 1.1.17
oy ( )

oF
XFE&(-X’ )’)a +n(x, )’)

Proof Let F(x, y) be an invariant. Let us take the Taylor expansion of F(f(x, y, a),
g(x,y,a)) with respect to a:
oF oF
F(f (5,0, 80y @) % Fx g,y ban) = F(y) a (6504050 ).
or

F(x,y)=F(x,y)+aX(F)+o(a),



6 1 Introduction to Group Analysis

and substitute it in (1.1.16):
F(x,y)+aX(F)+o(a)=F(x,Yy).

It follows that a X (F) + o(a) =0, whence X (F) =0, i.e. (1.1.17).

Conversely, let F(x,y) be a solution of (1.1.17). Assuming that the function
F(x,y) is analytic and using its Taylor expansion, one can extend the exponential
map (1.1.12) to the function F(x, y) as follows:

2 s
FE,3) =" F(r,») < (1 F XS X ) Fx.,y).
Since X F(x,y) =0, one has X?F = X(XF)=0, ..., X* F = 0. We conclude that
F(x,y) = F(x,y),ie. (1.1.16) thus proving the theorem.

It follows from Theorem 1.1.2 that every one-parameter group of transformations
in the plane has one independent invariant, which can be taken to be the left-hand
side of any first integral ¥ (x, y) = C of the characteristic equation for (1.1.17):

d d
o9 (1.1.18)
Ex,y)  n(x,y)
Any other invariant F is then a function of ¥, i.e. F(x,y) =@ (x,y)). O

Example 1.1.5 Consider the group with the generator

X=x 9 +2y i
ax ay
The characteristic equation (1.1.18) is written
dx dy
X 2y

and yields the first integral ¥ = y/x2. Hence, the general invariant is given by
F(x,y)=®(y/ x2) with an arbitrary function @ of one variable.

The concepts introduced above can be generalized in an obvious way to the multi-
dimensional case by considering groups of transformations
= fl(x,a), i=1,...,n, (1.1.19)

in the n-dimensional space R" of points x = (x!, ..., x") instead of transformations
(1.1.1) in the (x, y)-plane. The generator of the group of transformations (1.1.19) is
written

S
X =& . (1.1.20)

where

; ari(x,
¢ =00

a=0"
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The Lie equations (1.1.9) become

dx! o » .
o =5 @, X o_p=x" (1.1.21)
The exponential map (1.1.12) is written:
P=eXih, i=1,...,n, (1.1.22)
where
aX a 612 2 a s
et =1+ —X+—X"4+---+=X"+.--. (1.1.23)
1! 2! s!

The extension of the exponential map to a function F'(x) is written

2
F(X)=e"XF(x)=F(x) +aX(F(x)) + ;—'XZ(F(x)) +---. (1.1.24)

Definition 1.1.2 of invariant functions of several variables remains the same,
namely an invariant is defined by the equation F (x) = F(x). The invariant test given
by Theorem 1.1.2 has the same formulation with the evident replacement of (1.1.17)
by its n-dimensional version:

" 3F
> & ()= =0. (1.1.25)
P 0x

Then n — 1 functionally independent first integrals 11 (x), ..., ¥,—1(x) of the char-
acteristic system for (1.1.25):

dx! dx? dx"
T =G === (1.1.26)
Elx)  &2(x) £"(x)
provides a basis of invariants. Namely, any invariant F'(x) is given by
F) =@ (Y1), ... a1 ). (1.1.27)
1.1.6 Invariant Equations (Manifolds)
Let x = (x',...,x") € R". Consider an (n — s)-dimensional manifold M C R"
defined by a system of equations'
Fi(x)=0,...,Fs;(x)=0, s<n. (1.1.28)
It is assumed that
aF
rank|| =~ =s. (1.1.29)
ax' ||y

"Manifolds are treated locally and all functions under consideration are supposed to be continuous
and differentiable sufficiently many times.
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Definition 1.1.3 The system of equations (1.1.28) is said to be invariant with respect
to the group G of transformations (1.1.19),

= flx,a), i=1,...,n,

if each solution x = (x!,...,x") of the system (1.1.28) is mapped to a solution
X = ()El, ..., x") of the same system, i.e.
Fi(x)=0,..., Fs(x)=0. (1.1.30)

We also say that (1.1.28) admit the group G. The invariance of (1.1.28) means that
the manifold M C R" defined by (1.1.28) is also invariant in the sense that each
point x on the surface M is moved by G along the surface M, i.e. x € M implies
that x € M.

Theorem 1.1.3 The system of equations (1.1.28) admits the group G of transfor-
mations (1.1.19) with the generator X (1.1.20) if and only if

X Fy, 0, k=1,...,s. (1.1.31)

|M =
Proof (See also [8], Sect. 7.2.) Let the system (1.1.28) be invariant under the
group G, i.e. let (1.1.30) hold for every point x € M and every admissible value
of the group parameter a. Taking into account that

Fi.(x)=Fy(x) +aXFy+o(a), k=1,...,s,

and that Fi (x) = 0 whenever x € M, one arrives at (1.1.31).

Let us prove now that (1.1.31) imply the invariance of the system (1.1.28), i.e.
that (1.1.30) hold for any point x € M. We assume in what follows that the functions
Fi(z) and X Fy(z) are analytic in a neighborhood of the manifold M. Then (1.1.31)
can be written in the form

XF() =M @F @, k=1,...5, (1.1.32)

where the coefficients )\f{ (z) are bounded in a neighborhood of M. Equations
(1.1.32), together with (1.1.24), provide the proof. Indeed, it follows from (1.1.32)
that

X2Fe=XW)F + NX(F) = [X(kf) H@f] Fp.

Iteration and substitution into (1.1.24) yields Fj(x) = Ai(x)Fl(x). It follows that
(1.1.30) hold, thus completing the proof. g

Remark 1.1.1 The condition (1.1.29) is used for reducing (1.1.28) to the form
(1.1.32).
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1.1.7 Representation of Regular Invariant Manifolds
via Invariants

Definition 1.1.4 Let G be a one-parameter group of transformations (1.1.19) with
the generator (1.1.20),

; d
X=€’(X)W-

An invariant manifold M of the group G is said to be regular with respect to G if
at least one of the coefficients &' (x) does not vanish on M, and it is singular if all
coefficients &' (x) of the generator X vanish on M.

Invariant manifolds of a given group G can be equivalently represented by dif-
ferent systems of equations (1.1.28). A general procedure for constructing invariant
manifolds is provided by the following theorem on representation of regular invari-
ant manifolds by invariant functions (for the proof, see [16], §8.7, or [8], Sect. 7.2.2).

Theorem 1.1.4 Let G be a group of transformations (1.1.19). Any regular (n — s)-
dimensional manifold M C R" can be represented by a system of equations (1.1.28)
with invariant functions F, i.e. (see (1.1.27))

Fex) = O (Y1 (0, -, Y1 (0)), k=1,....5, (1.1.33)

where Y1 (x), ..., Yn—1(x) is a basis of invariants of the group G.

Example 1.1.6 Let G be the group of dilations

a 2a

x=xe’, y=ye, Z=ze
in the three-dimensional space R>. The generator of this group is
X:xi ~|—yi +2Zi-
ox ay 9z
The characteristic equations (1.1.26) are written
dx dy dz
Xy oz

and yield the following basis of invariants for the group < G:

According to Theorem 1.1.4, any regular two-dimensional invariant manifold (a sur-
face in R3) is given by @ (Y1, ¥n) =0:
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In particular, taking @ (1, ¥2) = Y1 + ¥» — C with any constant C we obtain a
paraboloid
X2+ y2
Z

The left-hand side of this equation is an invariant function with respect to the
group G. But if multiply the above equation by z, we represent the same invari-
ant paraboloid by the equation

- C=0.

x4y —Cz=0

whose left-hand side is not an invariant function.

1.2 Symmetries and Integration of Ordinary Differential
Equations

1.2.1 The Frame of Differential Equations

Any differential equation has two components, namely, the frame and the class of
solutions (see [8]). For example, the frame of a first-order ordinary differential equa-
tion

F(x,y,y)=0

is the surface F'(x, y, p) = 0 in the space of three independent variables x, y, p.Itis
obtained by replacing the first derivative y’ in the differential equation F (x, y, y') =
0 by the variable p.

The class of solutions is defined in accordance with certain “natural” mathemat-
ical assumptions or from a physical significance of the differential equations under
discussion.

The crucial step in integrating differential equations is a “simplification” of the
frame by a suitable change of the variables x, y. The Lie group analysis suggests
methods for simplification of the frame by using symmetry groups (or admissible
groups) of differential equations.

Consider, as an example, the following Riccati equation:

l 2 2
y+y ——==0. (1.2.1)
X
Its frame is defined by the algebraic equation
2 2
pty ——==0 (1.2.2)
X

and is a “hyperbolic paraboloid”. For the Riccati equation (1.2.1), a one-parameter
symmetry group is provided by the following scaling transformations (non-
homogeneous dilations) obtained in Sect. 1.2.7:

x=uxev, y=ye °. (1.2.3)
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Indeed, the transformations (1.2.3) after the extension to the first derivative y’ and
the substitution y’ = p are written
x=xe’, y=ye ¢,

2 (1.2.4)

p=pe
One can readily verify that the frame of (1.2.2) is invariant with respect to the trans-
formations (1.2.4). Let us check the infinitesimal invariance condition (1.1.31). The
generator (1.1.20) of the group of transformations (1.2.4) has the form

One can easily check that the invariance condition is satisfied. Indeed:
2 2 2, 4 2 2
X(p+y - —2)2—2p—2y +—2=—2(p+y ——2),
X X X

and hence X (p + y2 — x%)|(1,2‘2) = 0. For the transformations (1.2.3), the canonical
variables are

t=Inx, u=xy. (1.2.5)
In the canonical variables (1.2.5), the Riccati equation (1.2.1) becomes:
WHut—u—-2=0 @' =du/dr). (1.2.6)

Its frame is obtained by substituting u’ = ¢ in (1.2.6) and is given by the following
algebraic equation:

g+u>—u—2=0. (1.2.7)

The left-hand side of (1.2.7) does not involve the variable 7. Thus the curved frame
(1.2.2) has been reduced to a cylindrical surface protracted along the 7-axis. Namely
it is a “parabolic cylinder”. We see that, in integrating differential equations, the
decisive step is that of simplifying the frame by converting it into a cylinder. For
such purpose, it is sufficient to simplify the symmetry group by introducing canon-
ical variables. In consequence, any first-order ordinary differential equation with a
known symmetry reduces to the integrable form u’ = f () similar to (1.2.6).

Of course, in certain particular examples the equation in question may be solved
by other means. For example, it is well-known that the substitution y = (In|u|)’
reduces (1.2.1) to Euler’s equation

2 —2u=0

having the general solution u = C1x~!' 4+ Cpx?. Hence, the general solution of
(1.2.1) has the form

d Cy 2 2C2x3 —C
y=—tn| =t O = =L
dx | x x(Cax3 +Cy)
If C; # 0 one has the solution
23 —-c

YT I+ 0)
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depending on one arbitrary constant C = C1/C3. The case C2 = 0 yields the singu-
lar solution y = —1/x.

1.2.2 Prolongation of Group Transformations and Their
Generators

The transformation of derivatives y’, y”, ... under the action of the point transfor-
mations (1.1.1), regarded as a change of variables, is well-known from Calculus. It
is convenient to write these transformation formulae by using the operator of total
differentiation:

Then the transformation formulae, e.g. for the first and second derivatives are written

,_dy Dg g +VYg
y’s—_z—zxilyEP(x,y,y/,a), (1.2.8)
dx Df Set+y fy
gr=@ _DP_ Pt yP+ )Ry (12.9)
dx  Df fe+Y'fy

Starting from the group G of point transformations (1.1.1) and then adding the trans-
formation (1.2.8), one obtains the group G 1), which acts in the space of the three
variables (x, y, y"). Further, by adding the transformation (1.2.9) one obtains the
group G (2) acting in the space (x,y,y’, y").

Definition 1.2.1 The groups G(1y and G 2) are termed the first and second prolon-
gations of G, respectively. The higher prolongations are determined similarly.

Substituting into (1.2.8), (1.2.9) the infinitesimal transformation (1.1.4),
x~x+ag, y=y-+an,

and neglecting all terms of higher order in a, one obtains the following infinitesimal
transformations of derivatives:

=/ yl‘i‘aD(’?) ~ / _
= T4aDG) [ +aDmI[l —aD(§)]
~y +[Dm) —yD®E)la=y +ai,

" D
S w ~[y" +aD(t)][l —aD(é)]

1+aD()
~y" + D) —y'DE)a=y"+ab.

Therefore the generators of the prolonged groups G 1y, G(2) are
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3 /
X(1>—$—+77— €1 o Gi=D@) —y D), (1.2.10)

3
Xo=Xn+toys o L =D(&1) —y'D(). (1.2.11)

These are called the first and second prolongations of the infinitesimal operator
(1.1.9). The term prolongation formulae is frequently used to denote the expressions
for the additional coordinates:
=D(n) — y'DE) =n. + (ny — &)Y — ¥, (1.2.12)
b= D(;l) - y//D(E) = Mxx + (277xy - Exx)y/
+ (lyy = 260037 =36y + (ny =26 = 3¥'E)Y". (12.13)

1.2.3 Group Admitted by Differential Equations

Let G be a group of point transformations and let G (1), G(2) be its first and second
prolongations, defined in the previous section.

Definition 1.2.2 We say that a group G of point transformations (1.1.1) is a sym-
metry group of a first-order ordinary differential equation

F(x,y,yY)=0, (1.2.14)

or that (1.2.14) admits the group G if (1.2.14) is form invariant under the transfor-

mations (1.1.1), or, in other words, if the frame of (1.2.14) is invariant (in the sense

of Definition 1.1.3) with respect to the first prolongation G (1 of the group G.
Likewise, an nth order differential equation

F(x,y,y, ...,y =0 (1.2.15)

admits a group G if the frame (the surface in the space x, y, ¥/, ..., y™) is invariant
with respect to the nth prolongation G, of G.

Consider (1.2.15) written in the form solved with respect to the y®:

Y = fyy oy (1.2.16)

with a smooth function f. The main property of a symmetry group first proved by
S. Lie (the proof for first-order equations is given, e.g. in [13], Chap. 16, Sect. 1,
Theorem 1) is the following.

Theorem 1.2.1 A group G is a symmetry group for (1.2.16) if and only if G converts
any classical solution (i.e. n times continuously differentiable) of (1.2.16) into a
classical solution of the same equation.
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1.2.4 Determining Equation for Infinitesimal Symmetries

According to Sect. 1.1.3, it is sufficient to find infinitesimal symmetries, i.e. genera-
tors (1.1.6) of symmetry groups.

Here, the algorithm of construction of infinitesimal symmetries is discussed for
second-order equations

F(x,y,y'.y")=0. (1.2.17)
The infinitesimal invariance criterion has the form:
X F|p_y=EFc+nFy+ 01 Fy + 0 Fy)

where ¢ and ¢, are computed from the prolongation formulae (1.2.12) and (1.2.13).
Equation (1.2.18) is called the determining equation for the group admitted by the
ordinary differential equation (1.2.17).

If the differential equation is written in the explicit form

y'=fx,y, ), (1.2.19)

the determining equation (1.2.18), after substituting the values of &1, ¢» from
(1.2.12), (1.2.13) with y” given by the right-hand side of (1.2.19), assumes the form

i =0, (1.2.18)

Nxx + (277xy - gxx)y/ + (nyy - zéxy)y/z
— Y Ey + 1y =26 —3YE) S
—[nx + (ny — £y — Y&y 1 fyy —&fe — nfy =0. (1.2.20)

Here f(x,y, y’) is a known function (we are dealing with a given differential equa-
tion (1.2.19) while the coordinates & and 7 of the generator (1.1.6)),

d d
X=80x,y)— +nlx,y)—,
ax dy

are unknown functions of x, y. Since the left-hand side of (1.2.20) contains the
quantity y’ considered as an independent variable along with x, y, the determin-
ing equation splits into several independent equations, thus becoming an overdeter-
mined system of differential equations for £(x, y), n(x, y). Solving this system, we
find all the infinitesimal symmetries of (1.2.19).

1.2.5 An Example on Calculation of Symmetries

Let us find the operators

0 0
X =80, y)— +nx,y)—
ax dy
admitted by the second-order equation

1
V' + -y —e’=0. (1.2.21)
x
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Here f =¢” — )lcy/ and the determining equation (1.2.20) has the form
Nxx + (2nxy - ‘Exx)y/ + (nyy - 2éxy)y/2

Y
- y/3€yy + (ny — 28 — 3y,€y)<e) - ;)
/

1 y
e+ 0y = £y = Y21 — £%5 —ne’ =0.

The left-hand side of this equation is a third-degree polynomial in the variable y’.
Therefore the determining equation decomposes into the following four equations,
obtained by setting the coefficients of the various powers of y’ equal to zero:

) &y =0, (1.2.22)
N2 2
)70 myy — 28y + ;gy =0, (1.2.23)
y/ : 27’]xy - ;;:xx + (§>x — 3Ey€y = O, (1224)
1 :
(y/)O oM+ ;Ux +(ny — 28 — me’ =0. (1.2.25)

Integration of (1.2.22) and (1.2.23) with respect to y yields:

§=py+at. n=(p'= L)y +qmy+bw).

Let us substitute these expressions for &, n into (1.2.24), (1.2.25). As the dependence
of £ and 1 on y is polynomial, while the left-hand sides of (1.2.24), (1.2.25) contain
eY, we must have

&y =0, 1y =28 —n=0.

The first of these gives us p = 0, that is, the equality £ = a(x); taking this into
account, the second condition can be written in the form

q(x) —2d'(x) = b(x) — g(x)y =0.
Hence ¢ =0, 2a’ + b = 0. Therefore
E=a(x), n=-2d().
Substituting these expressions into (1.2.24), we have
(« - 3)' =0,
X

from which a = C1x Inx + Cox; here (1.2.25) is satisfied identically.
As a result, we have obtained the general solution of the determining equations
(1.2.22)—(1.2.25) in the form

E=CixInx 4+ Cox, n=-=-2[Ci(1+Inx)+ Cyx]
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with constant coefficients Cj, C3. In view of the linearity of the determining equa-
tions, the general solution can be represented as a linear combination of two inde-
pendent solutions
& =xIlnx, n=-2(14+Inx);
=x, mn=-2
This means that (1.2.21) admits two linearly independent operators
ol 0 0 0
Xi=xInx— —-2(1+Inx)—, Xp=x——2—,
ax ay ax dy

and that the set of all admissible operators is a two-dimensional vector space with
basis (1.2.26).

(1.2.26)

1.2.6 Lie Algebras. Specific Property of Determining Equations

Definition 1.2.3 Let X and X’ be first-order linear differential operators of the form
(1.1.6):

9 9 ., 9 , 9
X=Ex,)—+nx,»— X =Exy—+nky— (1227
ax ay ox ay

Their commutator [X, X'] is defined by [X, X'] = XX’ — X'X. It is a first-order
linear differential operator and has the form:

a a
[X, X']= (X&) - X/(S))ﬁ + (X" - X’(n))a' (1.2.28)

Definition 1.2.4 A vector space L of operators (1.1.6) is called a Lie algebra if it is
closed under the commutator, i.e. if [X, X’] € L for any X, X’ € L. The Lie algebra
is denoted by the same letter L, and its dimension is the dimension of the vector
space L.

If a Lie algebra L has the dimension r < oo it is denoted by L,. If the vector
space L, is spanned by linearly independent operators X1, ..., X,, then the opera-
tors X1, ..., X, provide a basis of the Lie algebra L,. The condition that [X, X'] € L
for any X, X’ € L is equivalent to the following:

[Xi, X;1=cf;Xx, cfj=const. (i,j.k=1,....7r). (1.2.29)
Definition 1.2.5 Let L, be a Lie algebra spanned by Xi,..., X,. A subspace

K; (s < r) of the vector space L, spanned by linearly independent operators
Y1,...,Ys € L, is called a subalgebra of L, if

[Y,Y1eK; foranyY,Y €Kj.
This condition is equivalent to the following:

[Y;.YjleKs, i,j=1,....5.
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Let us return to general properties of determining equations. As can be seen
from (1.2.20), a determining equation is a linear partial differential equation with
the unknown functions & and 5 of the variables x and y. Therefore the set of its
solutions forms a vector space, which was already noted in the previous example.
However, a specific property of determining equations is given by the following
statement due to S. Lie.

Theorem 1.2.2 The set of all solutions of any determining equation forms a Lie
algebra.

Investigation of the determining equations for symmetries of second-order ordi-
nary differential equations lead Lie to the following significant result [13] (see also

[8D.

Theorem 1.2.3 For a second-order equation (1.2.19), the symmetry Lie algebra L
has the dimension r < 8. The maximal dimension r = 8 is attained if and only if
(1.2.19) either is linear or can be linearized by a change of variables.

We will discuss below two methods of integration of first-order ordinary differ-
ential equations with a known infinitesimal symmetry.

1.2.7 Integration of First-Order Equations: Lie’s Integrating
Factor

We begin with the method of Lie’s integrating factor. Consider a first-order ordinary
differential equation written in the form

O(x,y)dx + P(x,y)dy =0. (1.2.30)

Lie [13] showed that if (1.2.30) admits a one-parameter group with the generator
(1.1.6)
0 0
X =80, y)— +nx, y)—
ax dy

and if £Q + n P # 0, then the function

1
h=—— (1.2.31)
EQ+nP
is an integrating factor for (1.2.30).
Example 1.2.1 Consider the Riccati equation (1.2.1):
/ 2 2
y+y ——=0. (1.2.32)

x2
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Its symmetry group can be readily found by considering dilations x = ax, y = by.
Substitution in (1.2.32) yields:
2 b 2
=/ =2 ’ 2.2
- =- b7y — ——.

y+y -4 * a?x?
The invariance of (1.2.32) requires b/a = b> = 1/a*. Hence b = 1/a. Therefore
the equation admits a one-parameter group of dilations (which can be written in the
form x = xe?, y = ye™%) with the generator

0 9 (1.2.33)
=x——y—. 2.
ox Y ay
Writing (1.2.32) in the form (1.2.30),
dy + (y* —=2/x%)dx =0 (1.2.34)
and applying the formula (1.2.31), one obtains the integrating factor
. X
Cx2y2—xy -2

After multiplication by this factor, (1.2.34) is brought to the following form:

xdy + (xy? —2/x)dx _ xdy+ydx dx (

+ = =4(1 +11xy_2) 0
= — =d(Inx+=1In =0,
x2y2 —xy—2 x2y2—xy—-2 x 3 xy+1
whence
xy—2 C 233+ C
= — or y:—
xy+1  x3 x(x3-0)

1.2.8 Integration of First-Order Equations: Method of Canonical
Variables

Given a one-parameter symmetry group, one can use the canonical variables in-
troduced in Sect. 1.1.4 for integrating first-order equations. Since the property of
invariance of an equation with respect to a group is independent of the choice of
variables, introduction of canonical variables reduces the equation in question to an
equation which does not depend on one of the variables, and hence can be integrated
by quadrature. Consider examples.

Example 1.2.2 Let us solve the Riccati equation (1.2.32),

2
Y4y- 5 =0,
X
by the method of canonical variables using the symmetry (1.2.33):
0 0

X=x——y—:
xax yBy
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The partial differential equations

at ot 9 9
X =xL 21, xwy=x2_y% 9
dx 7 Ay dx dy
yield the following canonical variables:
t=1n|x|, U=xy.

Let us rewrite (1.2.32) in the canonical variables. We have:

/

dy_d(u)_ u+1du_ u+1dudt_ u+u
dx — dx T x2 xdx x2 xdrdx x2  x2

Therefore, the left-hand side of the equation in question is written as follows:

X

dy , 2 W u W 2 1,,

X X

Thus, the Riccati equation is rewritten in the canonical variables in the following
integrable form:

du 2=0
—_— u —u—L=0u.
dt
It is integrated by separation of variables:
du
—— = —dt.
u?2—u—2

Decomposing the integrand into elementary fractions:

1 R 1
w2—u—-2" 3|lu—-2 u+1)|

we evaluate the integral in elementary functions and obtain:

u—72
ln( ):—3t+lnC-
u+1

Now we solve this equation with respect to u,

_C+ 2e3

e -C
substitute + = In|x|, © = xy and arrive at the solution of the Riccati equation (cf.
Example 1.2.1):

’

234 C

V-0

Example 1.2.3 The equation

(1.2.35)
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is homogeneous, i.e. it admits the group of dilations (scaling transformations) x =
xe?, y = ye? with the generator

0 a
X=x— —. 1.2.36
xax-%yay ( )
Canonical variables for the operator (1.2.36) are
f=lnlx|, u=2- (1.2.37)
X
In these variables, (1.2.35) is written
d
du_ o
dt
Whence, upon integration:
1
—=C—t.
u

Substituting here r = In |x| and y = xu, we obtain the solution of the original equa-
tion:

_ X
Y= C T
Example 1.2.4 The equation
3
yzl+% (1.2.38)
X X
admits the group of projective transformations
- X - y
X = s = ,
1l —ax Y 1 —ax
with the generator
d 0
X=x—+xy—- (1.2.39)
ox dy
Introducing the canonical variables
1
f=—— u=2, (1.2.40)
X X
we rewrite (1.2.38) in the form
d
s
dr
Integration yields
1
Uu=+t—,
C -2t

whence, substituting the expressions for ¢ and u, we obtain the following general
solution to our equation:

X
2+Cx’

y==£x
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Table 1.2.9.1 Structure and standard forms of L,

Type Structure of L, Standard form of L;

I [X1. X21=0, &2 — m& #0 Xi= 3. %= 3,

I [X1. X2]=0, &2 — m& =0 X1 =g X2 =13,

1 [X1, X2l = X1, &1m2 —mé& #0 Xi= g, Xo=14 +ug;
v [X1, X2l = X1, 61m2 —mé&2=0 Xl:%’x2=”%

Table 1.2.9.2 Four types of second-order equations admitting L»

Type Standard form of L, Canonical form of the equation
I X1=%,X2=% u" = fu')

i Xi=2. Xo=tL u' = f(t)

I Xi=L. Xo=tL +ul u'=1fw)

v Xi=L. Xo=ul u" = fu

1.2.9 Standard Forms of Two-Dimensional Lie Algebras

Lie’s method of integration of second-order ordinary differential equations employs
canonical variables in two-dimensional Lie algebras. Introduction of canonical vari-
ables reduces any second-order differential equation admitting a two-dimensional
Lie algebra L, into an integrable form.

Canonical variables reduce a basis of every two-dimensional Lie algebra L, to
the simplest form and provide four standard forms of second-order equations with
two symmetries. The basic statements are as follows.

Theorem 1.2.4 Any two-dimensional Lie algebra can be transformed, by a proper
choice of its basis and suitable variables t, u, called canonical variables, to one of
the four non-similar standard forms presented in Table 1.2.9.1.

Remark 1.2.1 In types III and IV, the condition [X{, X»] = X can be satisfied by
a proper change of the basis in L, provided that [X1, X»] #0.

Let a second-order equation

y'=fx,y,y) (1.2.41)

admit two or more symmetries. Let us single out from these symmetries a two-
dimensional Lie algebra Lj, determine its type according to Table 1.2.9.1, find
canonical variables ¢, u for L,, and rewrite (1.2.41) in the variables 7, u:

uw' =g, u,u). (1.2.42)

Theorem 1.2.4 guarantees that (1.2.42) belongs to one of four integrable equations
given in Table 1.2.9.2.
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1.2.10 Lie’s Method of Integration for Second-Order Equations

The method of integration of second-order non-linear differential equations (1.2.41)
requires the following calculations. First of all, one needs to find the symmetries of
the equation in question. Let the equation have two or more symmetries. We single
out from these symmetries a two-dimensional Lie algebra L, and determine its type
according to the Structure column of Table 1.2.9.1. Then we find canonical variables
by solving the following equations in accordance with the type:

Typel: X1(t)=1, X2(t)=0; Xi1(u)=0, Xo(u)=1.
Typell: X;(#)=0, X2(t)=0; X1(w)=1, Xo(u)=t.
Typelll: X;(z) =0, X20t)=1; Xi1(w)=1, Xo(u)=u.
TypelV: X1(1)=0, X2(t)=0; Xi(w)=1, X2(u) =u.

(1.2.43)

Now we rewrite the differential equation in the canonical variables choosing ¢ as
a new independent variable and u as a dependent one. It will have one of the in-
tegrable forms given in Table 1.2.9.2. It remains to integrate the resulting equation
and rewrite the solution in the original variables x, y. This completes the integration
procedure.

Example 1.2.5 Let us apply the integration method to the following non-linear
second-order equation:
V' + e3,vy/4 + y’2 =0. (1.2.44)
First, we have to find the symmetries of (1.2.44). Here
f==E"y* 4y

and the determining equation (1.2.20) is written as follows:

Mex + Qixy — Ex0)Y + (1yy — 2E0)y"% — ¥ 38y,
+3e3y — (ny — 26 —3Y'E) Py + ')
+[nx + (ny — £y — ¥'2E,1(4e®y"? +2y") = 0.

The left-hand side of this equation is a polynomial of fifth degree in y’. Since it
should vanish identically in y’, we equate to zero the coefficients of y’ 5, y 4 .. and
obtain the following four independent equations:

)€, =0,
N30y + 1) — 26 =0,
) ine =0,
)£ = 0.

/

(v
(v
(v
(v
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The coefficients for (y')% and (y')° vanish together with the coefficients of (y')*
and (y’)!, respectively. The above four differential equations for two unknown func-
tions £(x, y) and n(x, y) are readily solved and yield:

E=C1+3C3x, n=2C3+Cre™”, C(Cy,Cy,C3=const.

Hence, the general form of the operator

0 0
X=8§x,y)— +nlx,y)—
ax dy

admitted by (1.2.44) is
X=C1X1+C X2+ C3X3,

where

X 9 X -2 X3=3 0 +2 0 (1.2.45)
= —, =¢c -, =X _— " Rl

' o 2 ay 3 ax dy

In other words, (1.2.44) admits the three-dimensional Lie algebra L3 spanned by

the operators (1.2.45).

The operators X and X5 span a two-dimensional subalgebra L, C L3 and has
the type I. Canonical variables ¢ and u are obtained by solving (1.2.43) for type I,
i.e. the following equations:

ot ot a 0
—=1, e’ —=0 —M=O, eV 1
ox ay ax ay

We take the following solutions to this system:

1.

3

t=x, u=¢e’.

Thus, we set u = u(¢) and rewrite the equation in question in the new variables to
obtain

u// + u/4 —=0.

The standard substitution u’ = v reduces it to the first-order equation v’ 4+ v* =0,
whence

1
ey
Now we integrate the equation
du 1
dx ~ Px+Ci

and obtain:

1
u=s|Ver+a?+cl.
Substitution of the expressions for ¢, u yields the solution to (1.2.44):

y =1n‘$/(3x 102 +C2‘ —In2.
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Example 1.2.6 Integrate the non-linear equation

1 A _
y' +2(y —=) =0 (1.2.46)
X
which admits the algebra L, of type II spanned by
ad d 0 d
X =x>— —, Xo=xy— R 1.2.47
1 xax+xyay 2 xy8x+y oy ( )

Solution. The equations X () =0, X 1(u) = 1; X2(t) =0, X2(u) =t provide the
canonical variables

1
=2 u=——. (1.2.48)

Since the variable ¢ involves the dependent variable y, ¢ can be a new independent
variable only if one excludes the singular solutions of (1.2.46) along which ¢ is
identically constant. These singular solutions are the straight lines:

y=Kx, K =const.
In the variables (1.2.48) the equation (1.2.46) becomes
u// — 2
and yields u = > 4+ C11 4+ C,. Substituting the expressions for 7 and u, we obtain:
y2 4+ Cixy 4+ Cox® +x =0.

Solving this equation with respect to y and introducing the new constants A =
—-C1/2,B= A% — C», we obtain the solution to (1.2.46):

y=Kx, y=Ax%x+Bx?—x. (1.2.49)

1.3 Symmetries and Invariant Solutions of Partial Differential
Equations

1.3.1 Discussion of Symmetries for Evolution Equations

Consider evolutionary partial differential equations of the second order with one
spatial variable x:

ur=F(t, x,u,uy,Uyy), 0F/0uy,+#0. (1.3.1)

Definition 1.3.1 A one-parameter group G of transformations (1.1.19) of the vari-
ables t, x, u:

t=f(t,x,u,a), X=g(t x,u,a), u=h(t,xu,a) (1.3.2)

is called a group admitted by (1.3.1), or a symmetry group of (1.3.1), if (1.3.1) has
the same form in the new variables 7, x, u:

up=F(t, X, u, iz, izz). (1.3.3)
The function F has the same form in both (1.3.1) and (1.3.3).
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According to this definition, the transformations (1.3.2) of the group G map ev-
ery solution # = u(t, x) of (1.3.1) into a solution i = i(Z, X) of (1.3.3). Since (1.3.3)
is identical with (1.3.1), the definition of an admitted group can be formulated as
follows.

Definition 1.3.2 A one-parameter group G of transformations (1.3.2) is called a
group admitted by (1.3.1) if the transformations (1.3.2) map any solution of (1.3.1)
into a solution of the same equation.

The infinitesimal transformations of the group G of transformations (1.3.2) are
written
t~t+at(t,x,u), x~x-+a&(t,x,u), a~u-+an(,x,u) (1.3.4)

and provide the following generator of the group G:

0 0 0
X=t(t,x,u)— + &, x,u)— +nt,x,u)— (1.3.5)
dt 0x ou

acting on any differentiable function J (¢, x, u) as follows:
0J aJ aJ
XD =1, x,u)— + &0, x,u)— +nt, x,u)—-
ot 0x u
The generator (1.3.5) of a group G admitted by (1.3.1) is known as an infinitesimal
symmetry of (1.3.1).
The transformations (1.3.2) of the group with the generator (1.3.5) are found by
solving the Lie equations

L di di  _
Tmt R, o=EERD. =5 D). (1.3.6)
with the initial conditions:
flomo=1 X|_g=x it|,_g=u. (1.3.7)

Let us turn now to (1.3.3). The quantities u7, 3z and uzz involved in (1.3.3) are
obtained via the usual rule of change of derivatives by treating (1.3.2) as a change
of variables. Then, expanding the resulting expressions for u7, iz, iz;z into Taylor
series with respect to the parameter a and keeping only the terms linear in a, one
obtains the infinitesimal form of these expressions:

Izl‘_ ~ Ut + aCO(t, X, U, U, ux)7
Uz Xuy +aly(t, x,u, ur, uy), (1.3.3)

Uz X Uxx +a (X, U, Up, Uy, Upx, Uxx),
where ¢, {1, {» are given by the following prolongation formulae:
So=D:(m) —us D (t) —uxD;(§),
C1=Dx(n) —u; Dy (1) —uy Dy (§), (1.3.9)
82 =Dy (81) — usx Dy (7) — uyx Dy (§).
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Here D; and D, denote the total differentiations with respect to ¢ and x:

D; = i‘f‘ Ur— 0 +uy— i Ui — i s
at ou ouy Olly

Dy =— 0 +ux— 0 + Ui — 0 +uxxi‘
0x ou ouy oy

Substitution of (1.3.4) and (1.3.8) in (1.3.3) yields:
up — F(t, X, i, iz, Uzs)

Rug— F(t,x,u, iy, tyy)

oF oF oF oF
(o= gt = gt = G = S = 5)
Therefore, by virtue of (1.3.1), the equation (1.3.3) yields
oF oF oF oF oF
Iq B o L — En — ag — E‘L’ =0, (1.3.10)

where u; is replaced by F (¢, x, u, uy, uxx) in o, {1, $2.

Equation (1.3.10) determines all infinitesimal symmetries of (1.3.1) and therefore
it is called the determining equation. Conventionally, it is written in the compact
form

X(up — F(t,x, u,uy, txy))| =0, (1.3.11)

u;=F
where the prolongation of the operator X (1.3.5) to the first and second order deriva-
tives is understood:
X a a a
_Tat+€ MEY duy | Bugy
and the symbol |, —r means that u; is replaced by F(t,X,u, Uy, Uxy)-

The determining equation (1.3.10) (or its equivalent (1.3.11)) is a linear homo-
geneous partial differential equation of the second order for unknown functions
T(t,x,u), £E(t,x,u), n(t,x,u). In consequence, the set of all solutions to the de-
termining equation is a vector space L. Furthermore, the determining equation pos-
sesses the following significant and less evident property. The vector space L is a Lie
algebra, i.e. it is closed with respect to the commutator. In other words, L contains,
together with any operators X1, X5, their commutator [ X1, X»] defined by

[X1, Xo]=X1X2 — XoX.

In particular, if L = L, is finite-dimensional and has a basis Xy, ..., X, then the
Lie algebra condition is written in the form

(X, Xﬁ] =cC ﬁX

with constant coefficients c known as the structure constants of L,.

Note that (1.3.10) should be satisfied identically with respect to all the variables
involved, the variables t, x, u, uy, uxy, s, are treated as five independent variables.
Consequently, the determining equation decomposes into a system of several equa-
tions. As a rule, this is an over-determined system since it contains more equations
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than three unknown functions 7, £ and 5. Therefore, in practical applications, the

determining equation can be readily solved. The following statement due to Lie

[12] simplifies the calculation of the symmetries of evolution equations.’

Lemma 1.3.1 The symmetry transformations (1.3.2) of (1.3.1) have the form
t=f(t,a), x=g(t,x,u,a), u=h(tx,u,a). (1.3.12)

It means that one can search the infinitesimal symmetries in the form

3 3 3
X=t(t)—+&@ — ot —- 1.3.1
T, TEEx W)+t ) o (1.3.13)

For the operators (1.3.13), the prolongation formulae (1.3.9) are written as fol-
lows:

C0=D:(m) —uyDi(§) — T/ (Dus, 1 = Dx(n) —uxDx(§),

5 5 (1.3.14)
0 =Dy(81) —uyDy(§) = Dx(??) - uxDx(E) — 2uxx Dy (§).
1.3.2 Calculation of Symmetries for Burgers’ Equation
Let us find the symmetries of the Burgers equation
U = Uyy + Ully. (1.3.15)

According to Lemma 1.3.1, the infinitesimal symmetries have the form (1.3.13).
For the Burgers equation, the determining equation (1.3.10) has the form

So— &2 —uly —nuy =0, (1.3.16)

where ¢o, {1 and ¢, are given by (1.3.14). Let us single out and annul the terms with
uyx. Bearing in mind that u, has to be replaced by u,, + uu, and substituting in ¢
the expressions

D)%(‘i:) =D&y +Euy) =8 uxy, + éuuui + 285 uy + iy, (13.17)
D%(’?) = Dy (nx + Nultx) = Nyutxyx + nuuu?{ + 20y lty + Nxx

we arrive at the following equation:
26,uy + 26 —T'(1) =0.
It splits into two equations, namely &, = 0 and 2&, — t/(¢) = 0. The first equation
shows that & depends only on ¢, x, and integration of the second equation yields
1

s=§ﬂmx+mw (1.3.18)

2In [12], Sect. III, Lie proves a more general statement about contact transformations of parabolic
equations.
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It follows from (1.3.18) that D%(S) = 0. Now the determining equation (1.3.16)
reduces to the form

3 M + Br’(t)u + %r”(t)x + ') 4+ 2000 + n] Uy +ung + e — 0, =0
and splits into three equations:
Nuu =0,
%(r/(t)u i r”(t)x) + /(1) + 20 + 1 =0, (1.3.19)

uny +nxx — 0 =0.
The first equation (1.3.19) yields n = o (¢, x)u + u(¢, x), and the second equation

(1.3.19) becomes:

1 / 1 " /

Er t)4+o Ju+ Er x4+ p@)+20,+u=0,
whence

o= —lr’(t), = —lr”(t)x - p'().
2 2
Thus, we have
_ 1 1 1 " l
n= —Et Hu — Et t)x — p(1). (1.3.20)

Finally, substitution of (1.3.20) in the third equation (1.3.19) yields

"

1 "y —
ET Hx+p@)=0,
whence /() =0, p”(¢t) =0, and hence
T(t) = C1t? +2Cat + C3,  p(t) = Cyt + Cs.
Invoking (1.3.18) and (1.3.20), we ultimately arrive at the following general solution
of the determining equation (1.3.16):
(1) = C11? +2Cot + C3,
E=Citx + Cox + Cyt + Cs,
n=—(Cit + C)u — Cix — Cy.

It contains five arbitrary constants C;. Hence, the infinitesimal symmetries of the
Burgers equation (1.3.15) form the five-dimensional Lie algebra L5 spanned by the
following linearly independent operators:

xi= 2 =% xi—wd D 9
Yo T o T T T e
(1.3.21)
X 0 9 y,_p9 +1 9 (x + tu)
=t— - —, =t"— +tx— — (x +tu)—-
YT T ou ST o dx du

Let G be a group admitted by (1.3.1). Then every transformation (1.3.2) belong-
ing to the group G carries over any solution of the differential equation (1.3.1) into
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a solution of the same equation. It means that the solutions of a partial differential
equation are permuted among themselves under the action of a symmetry group.
The solutions may also be individually unaltered, then they are called invariant so-
lutions. Accordingly, group analysis provides two basic ways for construction of
exact solutions: group transformations of known solutions and construction of in-
variant solutions.

1.3.3 Invariant Solutions and Their Calculation

If a group transformation maps a solution into itself, we arrive at what is called a
self-similar or group invariant solution. According to Theorem 1.1.4 on invariant
representation of invariant manifolds, the invariant solutions under a one-parameter
group with a generator X are obtained as follows.

Let X be a given infinitesimal symmetry (1.3.5) of (1.3.1). One calculates two
independent invariants J1 = A(t,x) and J» = u(t, x, u) by solving the first-order
linear partial differential equation

0J 0J aJ
X(N)=ttt,x,u)— + &, x,u)— +nt,x,u)— =0,
ot 0x u

or its characteristic system:
dt dx du

= = . (1.3.22)
t(t,x,u) E(,x,u) n(t,x,u)

Then one designates one of the invariants as a function of the other, e.g.

n=¢M), (1.3.23)

and solves (1.3.23) with respect to u. Finally, one substitutes the expression for u
in (1.3.1) and obtains an ordinary differential equation for the unknown function
¢ (A) of one variable. This procedure reduces the number of independent variables
by one.

Example 1.3.1 Let us find the solutions of the Burgers equation that are invariant
under the time translations generated by the operator X from (1.3.21). The invari-
ance condition leads to the stationary solutions

u==o(x)
for which the Burgers equation is written
o'+ o' =0. (1.3.24)
Integrating once, we obtains
/ ¢2
P+ 5 = C.

We integrate now this first-order equation by setting C; = 0, C; = v*> > 0, and
C| = —w? < 0 and obtain:
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2
D(x)= rC
®(x) =vth(C+ %x) (1.3.25)
®(x) :wtg(C— %x)

1.3.4 Group Transformations of Solutions

Let (1.3.2) be an admitted group for (1.3.1), and let a function
u=o(,x)

solve (1.3.1). Since (1.3.2) is a symmetry transformation, the above solution can be
also written in the new variables:

=, x).
Replacing here i, , x from (1.3.2), we get
h(t,x,u,a) = q§(f(t, x,u,a),gt,x,u, a)). (1.3.26)
Solving (1.3.26) with respect to u one obtains a one-parameter family (with the
parameter a) of new solutions to (1.3.1).
Example 1.3.2 Consider the Burgers equation (1.3.15),
Up = Uy + Ully,

and apply the above procedure to the admitted one-parameter group generated by
the operator X5 from (1.3.21):

5 0 d d
Xs=t"—+tx— — (x +tu)—.
u

ot ox
The one-parameter group generated by Xs has the form
_ t _ G _
= , = , =(1—at)u —ax. 1.3.27
- X — u=(1—at)u—ax ( )

Using the transformations (1.3.27) and applying (1.3.26) to any known solution
u = &(t, x) of the Burgers equation, one obtains the following one-parameter set of
new solutions:

- 1 @( ! x ) (1.3.28)
R PR l—at’ 1—at/’ o
Let us apply the transformation (1.3.28), e.g. to the first stationary solution
(1.3.25):

2
D(x)= ?, C = const.,
X
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one obtains the new non-stationary solutions

ax 2
u= +
l—at x+C{—at)

depending on the parameter a.

1.3.5 Optimal Systems of Subalgebras

The concept of optimal systems of subalgebras of a given Lie algebra was used
by Ovsyannikov [16] for describing essentially different invariant solutions. This
concept is useful in dealing with nonlinear mathematical models. A simple method
of construction of an optimal system is illustrated in this section by of means of the
five-dimensional Lie algebra L5 spanned by the symmetries (1.3.21) of the Burgers
equation. The result is used in the next section for describing all invariant solutions
of the Burgers equation.

The symmetry Lie algebra Ls spanned by the operators (1.3.21) allows one to
construct invariant solutions of the Burgers equation (1.3.15),

Up = Uyx + Uly,

by using any one-dimensional subalgebra of the algebra Ls, i.e. on any operator
X € Ls. However, there are infinite number of one-dimensional subalgebras of Ls
since an arbitrary operator from Ls is written

X=0I'"X|+ - +PXs, (1.3.29)

and hence depends on five arbitrary constants /', ..., [°. Ovsyannikov [16] has no-
ticed, however, that if two subalgebras are similar, i.e. connected with each other
by a transformation of the symmetry group, then their corresponding invariant solu-
tions are connected with each other by the same transformation. Consequently, it is
sufficient to deal with an optimal system of subalgebras obtained in our case as fol-
lows. We put into one class all similar operators X € L5 and select a representative
of each class. The set of the representatives of all these classes is an optimal system
of one-dimensional subalgebras.

An optimal system of one-dimensional subalgebras of the Lie algebra L5 is con-
structed as follows [11]. The transformations of the symmetry group with the Lie
algebra L5 provide the 5-parameter group of linear transformations of the operators
X e L5 or, equivalently, linear transformations of the vector

1= ....P), (1.3.30)

where 11, ..., are taken from (1.3.29). To find these linear transformations, we
use their generators (see, e.g. Sect. 1.4 in [6])

E,=c}l w=1,...,5, (1.3.31)

U_
ar’
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A

where ¢ I

, are the structure constants of the Lie algebra L5 defined by
(X, Xo] =}, Xo.

For computing the operators (1.3.31) it is convenient to use the following com-
mutator table of the operators (1.3.21):

X1 X X3 X4 X5
X 0 0 2Xq X7 X3
X2 0 0 X> 0 X4 (1.3.32)
X3 -2X4 -X, 0 X4 2Xs5
X4 —X3 0 —Xy 0 0
X5 —X3 —X4 —-2Xs5 0 0

Let us find, e.g. the operator E. According to (1.3.31), it is written

)
_ A gV
E]—Clvl w,

where ¢}, are defined by the commutators [X1, X,] = c};, X;., i.e. by the first raw in
table (1.3.32). Namely, the non-vanishing cﬁv are

Therefore we have:

d d a
Ey =2 —+1*— +P—.
: FTERMR TERPTE
Substituting in (1.3.31) all structure constants given by table (1.3.32) we obtain:
a a d d a
Ei =2 +1* 4P, Ey=P_— +P_—,
! T TR TE R T T
d d 0 ad
Ey=—2'— PP — 41" — 4+2°—, 1.3.33
’ T TR T TE (1.3.33)
d d d a d
Es=—l'— —P—, Es=—'— —1>— —23—.
N az a7 ar ol s

Let us find the transformations provided by the generators (1.3.33). For the gen-
erator E1, the Lie equations with the parameter a; are written
di' o dP 5  dl* dP
—=2P, ——=P, —=PF ——=0, ——=0
day day day day day
Integrating these equations and using the initial condition / la;=0 = I, we obtain:
Er:  I'="+2aP+allP, P=0P+al? (1334
P=Ptal, =P P=P. o

Taking the other operators (1.3.33) we obtain the following transformations:
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Ey: '=1"P=P+al P=0PF="+awl, P=01, (13235
Ey: I'=a;%' P=a;'’, P=0, P=a* P=dil°>, (1.3.36)
where a3 > 0 since the integration of the Lie equations yields, e.g.
14 = %% = a3l4.
Eq: I'=1"P=P—al", P=P F=1"—al® P=0. (1337
Es: M=1", P=12 P=P-al

. . (1.3.38)

F=1*—asl®, P=0P—2asl®+al'.
Note that the transformations (1.3.34)—(1.3.38) map the vector X € Ls given by

(1.3.29) to the vector X € Ls given by the following formula:
X=0I'"X;+ - +DPXs. (1.3.39)

Now we can prove the following statement on an optimal system of one-
dimensional subalgebras of symmetry algebra for the Burgers equation.

Theorem 1.3.1 The following operators provide an optimal system of one-
dimensional subalgebras of the Lie algebra Ls with the basis (1.3.21):
Xls sz X3’ X47 X1+X47 XI_X4’

(1.3.40)
Xs, X+ Xs, X, + Xs, X, — X5,

where k is an arbitrary parameter.

Proof We first clarify if the transformations (1.3.34)—(1.3.38) have invariants
J({', ..., 1%). The reckoning shows that the 5 x 5 matrix ||clkwl"|| of the coeffi-
cients of the operators (1.3.33) has the rank four. It means that the transformations
(1.3.34)—(1.3.38) have precisely one functionally independent invariant. The inte-
gration of the equations

E,(J)=0, p=1,...,5,
shows that the invariant is
J=0)?=1'P. (1.3.41)
Knowledge of the invariant (1.3.41) simplifies further calculations significantly.

The last equation in (1.3.38) shows that if /! # 0, we get Is = 0 by solving the
quadratic equation I°> — 2asl® + a%l1 =0 for as, i.e. by taking

PE£JT
=0
where J is the invariant (1.3.41). We can use (1.3.42) only if J > 0.
Now we begin the construction of the optimal system. The method requires a sim-
plification of the general vector (1.3.30) by means of the transformations (1.3.34)—
(1.3.38). As aresult, we will find the simplest representatives of each class of similar
vectors (1.3.30). Substituting these representatives in (1.3.29), we will obtain the op-
timal system of one-dimensional subalgebras of Ls5. We will divide the construction
to several cases. O

(1.3.42)

as
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1.3.5.1 The Case ' =0
I will divide this case into the following two subcases.
1°. 13 0. In other words, we consider the vectors (1.3.30) of the form
0,02,83,14,P), 1P=+0.
First we take a5 = [° / (21%) in (1.3.38) and reduce the above vector to the form
0,12,3,1*,0).

Then we subject the latter vector to the transformation (1.3.37) with a4 = 1*/13 and
obtain the vector

(0,12,1%,0,0).

Since the operator X is defined up to a constant factor and I3 # 0, we divide the
above vector by /> and transform it using (1.3.35) to the form

0,0,1,0,0).
Substituting it in (1.3.29), we obtain the operator
X3. (1.3.43)
2°.13 = 0. Thus, we consider the vectors (1.3.30) of the form
0,12,0,14,1%).

2°(1). If 12 # 0, we can assume 12 =1 (see above), use the transformation
(1.3.38) with a5 = Al* and get the vector

0,1,0,0,0°).

If 15 # 0 we can make /> = %1 by the transformation (1.3.36). Thus, taking into ac-
count the possibility /° = 0, we obtain the following representatives for the optimal
system:

X2, X0+ X5, X;—Xs. (1.3.44)

2°(2). Let I = 0. If I° # 0 we can set [° = 1. Now we apply the transformation
(1.3.35) with ap = —I* and obtain the vector (0,0,0,0, 1). If ° =0 we get the
vector (0, 0,0, 1, 0). Thus, the case ?=0 provides the operators

X4, Xs. (1.3.45)

1.3.5.2 The Case ' #0, J > 0

Now we can define a5 by (1.3.42) and annul /> by the transformation (1.3.38). Thus,
we will deal with the vector

AL 23,040y, 1M £0.
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Since J is invariant under the transformations (1.3.34)—(1.3.38), the condition J > 0
yields that in the above vector we have /3 # 0. Therefore we can use the transfor-
mation (1.3.37) with a4 = [*/13 and get [* = 0. Then we apply the transforma-
tion (1.3.34) with a; = —I'/(2/%) and obtain ' = 0, thus arriving at the vector
(0, 12, l3, 0, 0), and hence at the previous operator (1.3.43). Hence, this case con-
tributes no additional subalgebras to the optimal system.

1.3.5.3 The Case ' #0, J =0

In this case (1.3.42) reduces to as = 13 /1.

If 13 £ 0, we use the transformation (1.3.38) with as = [3/1' and obtain I° = 0.
Due to the invariance of J we conclude that the equation J = 0 yields ()% —{'I° =
0. Since I° = 0, it follows that /> = 0. Thus we can deal with the vectors of the form

(', 1%,0,14,0), 1'+£0. (1.3.46)

Furthermore, if I3 = 0, we have J = —I'/°, and the equation J = 0 yields [° =0
since /! # 0. Therefore we again have the vectors of the form (1.3.46) where we
can assume /! = 1. Subjecting the vector (1.3.46) with /' = 1 to the transformation
(1.3.37) with a4 = I* we obtain /2 = 0, and hence map the vector (1.3.46) to the
form

(1,0,0,1%,0).

If [* # 0, we use the transformation (1.3.36) with an appropriately chosen a3 and
obtain /4 = £1. taking into account the possibility /* = 0, we see that this case
contributes the following operators:

X1, Xi+Xs, Xi—Xa (1.3.47)

1.3.5.4 The Case Il #0, J <0

It is obvious from the condition J = (I*)2 — I!'I> < 0 that I° # 0. Therefore we suc-
cessively apply the transformations (1.3.38), (1.3.37) and (1.3.35) with a5 = B/,
as =1?/1" and a» = —I*/ 13, respectively and obtain [3 = [> = [* = 0. The compo-
nents /! and /> of the resulting vector

(1',0,0,0,0%

have the common sign since the condition J < 0 yields /!'/> > 0. Therefore using the
transformation (1.3.36) with an appropriate value of the parameter az and invoking
that we can multiply the vector / by any constant, we obtain [ =[5 =1, i.e. the
operator

X1+ Xs. (1.3.48)

Finally, collecting the operators (1.3.43), (1.3.44), (1.3.45), (1.3.47) and (1.3.48),
we arrive at the optimal system (1.3.40), thus completing the proof.
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1.3.6 All Invariant Solutions of the Burgers Equation

Constructing the invariant solution for each operator from the optimal system of sub-
algebras (1.3.40), we obtain the following optimal system of invariant solutions [11].

Theorem 1.3.2 An optimal system of invariant solutions for the Burgers equation
is provided by the following solutions, where o,y and K are arbitrary constants.

X ® 2
N 1 u = N
! X+y
JX 1 ~
G) u=ols Tl 54 h()? 3) (1.3.49)
yeor —1 2
() tan ( o )
111 u = o tan -
2
o) X
X3: U= —, rA=—
ﬁl 1[ (1.3.50)
where ¢’+§¢2+EA¢:K.
K_
Xy u= tx- (13.51)
l2
X1+ X4 u=pA)—t, rA=x-——,
| 2 (1.3.52)
where ¢/+§¢2+A=K.
t2
X1 — Xy u=t+e), rA=x+—,
| 2 (1.3.53)
where <p/+§<p2—k:K.
y
Xs: _—A+¥ A:;, where
) ye”—l
i) gy =0l ol <o
+ (1.3.54)
y“+l
(i) =l jg|>0;
yedt — 1
(iif) <p(k)=6tan<y—%k).
t A
X1+ Xs: U=-— al + () A al

1+12 \/1-|—127 _\/1+[2’ (1355)

/ 1 2 1 2
where ¢ ~|—§<p —l—EA =K.
by 1 A X 1
X2+ Xs: uz_?_t_z_k@, A=?+2t2’
(1.3.56)

/ 1 2
where <p+§g0 —1=K.
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X 1 oA X 1
mds wEmARE T AT
(1.3.57)

1
where ¢/+§¢2+A=K.

If one subjects each solution from the optimal system of invariant solutions
(1.3.49)—(1.3.57) to all transformations of the group admitted by the Burgers equa-
tion, one obtains all invariant solutions of the Burgers equation. We see that the
invariant solutions of the Burgers equation are given either by elementary functions
or by solving a Riccati equation. Furthermore, one can verify that the set of all
invariant solutions involves 76 parameters.

We see that the invariant solutions of the Burgers equation are given either by
elementary functions or by solving a Riccati equation.

Furthermore, the solutions to the Riccati equations describing the solutions
(1.3.52), (1.3.53), (1.3.56) and (1.3.57) can be represented by special functions.
Namely, setting ¢ = ~/2¢, i = A + K and using the substitution

_dlnlz] _ 7
odp z
we reduce the Riccati equation in (1.3.53) and (1.3.56) to the Airy equation
d’z
— —uz=0. 1.3.58
42 nz ( )
The general solution to (1.3.58) is the linear combination
z=CiAi(n) + C2Bi(u), Ci, Cr =const., (1.3.59)
of the Airy functions (see, e.g. [14], [17])
(o)
. 1 1 4
Ai(u) = — [ cos (,ur + —r)dr,
b4 3
o (1.3.60)
. 1 15 - 135
Bi(n) = — [exp(ur - =1 ) + sin (,ur + =T )]dr.
b4 3 3
0

Hence, the function ¢ (1) in the solutions (1.3.53) and (1.3.56) is given by
d . .
go(k)=ﬁd71n|C1A1(A+K)+C2B1()»+K)|. (1.3.61)
One can obtain likewise that ¢(X) in (1.3.52) and (1.3.57) is given by

(L) = \/EC% In|C1Ai(K — A) + C2Bi(K — ). (1.3.62)

Finally, it is worth noting that the optimal system of subalgebras is not unique,
it depends on the choice of a representative in each class of similar operators. Con-
sequently, the form of the solutions included in an optimal system of invariant solu-
tions depends on the choice of representatives. However, this choice does not affect
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the amount of the optimal system of invariant solutions since the number of the
classes of similar operators does not depend on the choice of representatives. More-
over, this choice does not affect the final form of the 76-parameter set of all invariant
solutions obtained from an optimal system of invariant solutions by the transforma-
tions of the general group admitted by the Burgers equation.

1.4 General Definitions of Symmetry Groups

1.4.1 Differential Variables and Function

We will use the following notation. Consider the algebraically independent variables
x={x, u={u"}, uny={u}, up = {uf‘j}, e, (1.4.1)

where ¢ = 1,...,m, and i, j = 1,...,n. The variables u?‘j,... are assumed to be

. Do e e
symmetric in subscripts, i.e. u i =ug; The operator

ad d d
+ u? +uf +-- (G=1,...,n), (1.4.2)

D = i o~ o T
" xd b Qu® Y E)u‘}‘

is called the rotal differentiation with respect to x'. The operator D; is a formal sum
of an infinite number of terms. However, it truncates when acting on any function

of a finite number of the variables x, u, u(1y, .. .. In consequence, the total differen-
tiations D; are well defined on the set of all functions depending on a finite number
ofx, U, U)seee

Though the variables (1.4.1) are assumed to be algebraically independent, they
are connected by the following differential relations:

ul =Di(u®), uf=D;uf)=D;D;u®). (1.4.3)

The variables x' are called independent variables, and the variables u® are known
as differential (or dependent) variables with the successive derivatives u(1), u(2),
etc. The universal space of modern group analysis is the space <7 of differential
functions introduced by Ibragimov [3] (see also [4], Sect. 19) as a generalization of
differential polynomials considered by J.F. Ritt in the 1950s.

Definition 1.4.1 A locally analytic function (i.e., locally expandable in a Taylor
series with respect to all arguments) of a finite number of variables (1.4.1) is called
a differential function. The highest order of derivatives appearing in the differential
function is called the order of this function. The set of all differential functions of
all finite orders is denoted by .o7. This set is a vector space with respect to the usual
addition of functions and becomes an associative algebra if multiplication is defined
by the usual multiplication of functions. A significant property of the space </ is
that it is closed under the action of total derivatives (1.4.2).
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Definition 1.4.2 A group G of transformations of the form
=flua),  fla=o=x, (14.4)
u =¢%(x,u,a), @%la=0=u", (1.4.5)

is called a group of point transformations in the space of dependent and independent
variables. The generator of the group G is

X =& (x,u) 9 +n%(x u)i (1.4.6)
o T Xl U ou®’ o
where

. Off dp”

P = @ — . 1.4.7

5 9a la=o " da la=0 (1.4.7)

Let Fy € o/ be any differential functions and let p be the maximum of orders of

the differential functions Fi, k =1, ..., s. Consider the system of equations
Fr(x,u,uay,...,up) =0, k=1,...,s. (1.4.8)
If one treats the variables u® as functions of x so that
ou*(x)
o __ o o __
u” =u"(x), P =

then one arrives at the usual concept of a system of differential equations (1.4.8) of
order p.

1.4.2 Frame and Extended Frame

Recall the definitions of the frame and extended frame of differential equations given
in [5] (see also [6], Chap. 1).

Definition 1.4.3 Let us treat x, u, u(1), ... as functionally independent variables
connected only by the differential relations (1.4.3). Then (1.4.8) determine a sur-
face in the space of the independent variables x, u,u(y), ..., u(p). This surface is
called the frame (or skeleton) of the system of differential equations (1.4.8).

Definition 1.4.4 Consider the frame equation (1.4.8) together with its differential
consequences,

Fy=0, D;iF;=0, D;iDjF;=0,.... (1.4.9)
The totality of points (x, u, u(1), ...) satisfying (1.4.9) is called the extended frame
of the system of differential equations (1.4.8) and is denoted by [F].

We will assume that

0F, 0F, 0F; H
axt’ ou®’ ouy’

on the frame of the differential equations under consideration.

rank H
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1.4.3 Definition Using Solutions

The first definition of a symmetry group of an arbitrary system of differential equa-
tions coincides with Definition 1.3.2 for a single evolution equation.

Definition 1.4.5 The system of differential equations (1.4.8) is said to be invariant
under the group G of transformations (1.4.4), (1.4.5) if the transformations (1.4.4),
(1.4.5) convert every solution of the system (1.4.8) into a solution of the same sys-
tem. Here the solutions of differential equations are considered as classical ones,
i.e., are assumed to be smooth functions u® = u®(x). If the system of equations
(1.4.8) is invariant under the group G then G is also known as a symmetry group
for the system (1.4.8) or a group admitted by this system.

1.4.4 Definition Using the Frame

Though the first definition is conceptually simple, it depends upon knowledge of
solutions. Therefore, in practical calculation of symmetries the following second,
geometric definition is more efficient.

Definition 1.4.6 The system of differential equations (1.4.8) is said to be invariant
under the group G if the frame of the system is an invariant surface with respect
to the prolongation of the transformations (1.4.4), (1.4.5) of the group G to the
derivatives u(yy, ..., u(p).

According to this definition and the invariance test of equations given by Theo-
rem 1.1.3, one obtains the following infinitesimal test for obtaining symmetries of
differential equations.

Theorem 1.4.1 The group G with the generator X is admitted by the system of
differential equations (1.4.8) if and only if

X(P)Fk’(lA.S):O’ k=1,...,s, (1.4.10)

where X p) is the p-th prolongation of X and |(1.4.8) means evaluated on the frame
the system of differential equations (1.4.8). Equations (1.4.10) are the determining
equations.

Let zo = (xo,uo, ..., Ug(p)) be a point on the frame of the system (1.4.8),
ie. Fy(xo,uo,...,uop) =0 (k=1,...,s). The system of differential equations
(1.4.8) is said to be locally solvable at zg if there is a solution passing through this
point, i.e., there exist a solution u = h(x) of differential equations (1.4.8) defined in
a neighborhood of the point xq such that ug = h(xo), . .., uo(p) = dpn/9xp(xo). The
system (1.4.8) is said to be locally solvable if it has this property at every generic
point of the frame.
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It can be shown that for locally solvable systems the first and the second defi-
nitions of the symmetry group are equivalent, i.e. that Definition 1.4.5 and Defini-
tion 1.4.6 provide exactly the same symmetry group. A discussion of this equiva-
lence is to be found in Lie [13], Chap. 6, Sect. 1, and Ovsyannikov [16], Sect. 15.1.
See also Olver [15], Sect. 2.6, for a modern treatment of this subject.

1.4.5 Definition Using the Extended Frame

If the system (1.4.8) is not locally solvable, e.g. if the system (1.4.8) is over-
determined, it may happen (see further Example 1.4.1) that Definition 1.4.6 provides
only a subgroup of the symmetry group given by Definition 1.4.5. Therefore, Ibrag-
imov proposed ([4], Sect. 17.1, see also [6], Chap. 1) the following third definition
and proved the appropriate infinitesimal test for the invariance of over-determined
systems of differential equations.

Definition 1.4.7 The system of differential equations (1.4.8) is said to be invariant
under the group G if the extended frame [ F] is invariant with respect to the infinite-
order prolongation of G.

The infinitesimal test for this invariance is written as follows (see [4], Theo-
rem 17.1).

Theorem 1.4.2 Let X be the generator of a group G. The system of differential
equations (1.4.8) are invariant under the group G in the sense of Definition 1.4.7 if
and only if the following equations are satisfied:

x(,,)Fk|[F]=o, k=1,...,s. (1.4.11)

Equations (1.4.11) are also called determining equations.

Remark 1.4.1 According to Theorem 1.4.2, the invariance test does not involve all
the differential consequences (1.4.9) of the differential equations (1.4.8). In fact, it
can be easily shown that it suffices to consider only a finite number of the differential
consequences (1.4.9) such that they form a system in involution. It is also worth
noting that we do not need to take into account the additional equations such as
X (p)(D; Fy) = 0 since they are satisfied identically due to (1.4.11).

For locally solvable systems, all three definitions of symmetry groups are equiv-
alent. For over-determined systems, the first and third definitions are equivalent,
whereas the second definition provides, in general, only a subgroup of the symme-
try group given by the third definition.

Example 1.4.1 Consider the over-determined system ([6], Sect. 1.3.10)

ur =) Puye, vi=-3u)"3 ve=u. (1.4.12)
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This is a system of three equations for two dependent variables u and v. The maxi-
mal order of equations involved in the system is p = 2. Let us first solve the deter-
mining equations (1.4.10). The left-hand side of (1.4.10) depends upon the variables
Xyt U, UV, Uy, Uyy, Uy, and vy, in accordance with the prolongation formulae. The
solution of the determining equations yields the 6-dimensional Lie algebra spanned
by

[ S T T
T T PTh T T (4
Xs=ard bl 13l xg—oxd 9 42 B
= — —_— vV— = —_— — U— v—-
P T T A M P

This is the Lie algebra of the maximal symmetry group for (1.4.12) obtained by the
second definition (Definition 1.4.6).

Consider now the determining equations (1.4.11). Differentiation of the third
equation (1.4.12) yields vy, = u,. Therefore, we replace v,y in the determining
equation by u,. Then the left-hand side of (1.4.11) involves only the variables
X,t,U,V, Uy, Uxy and uy;. Solving the determining equations (1.4.11), one obtains
the 7-dimensional Lie algebra spanned by the operators (1.4.13) and by

0 0 0
X7=xza +xv%+(v—xu)5- (1.4.14)

Thus, the third definition (Definition 1.4.7) provides a more general symmetry group
than the second definition.

1.5 Lie-Bécklund Transformation Groups

This is section provides an introduction to the theory of Lie—Bécklund transforma-
tion groups and contains the basic definitions, theorems and algorithms used for
computation of Lie-Bicklund symmetries of differential equations. The space &/
of differential functions introduced in Sect. 1.4.1 play a central role in this theory.

1.5.1 Lie-Bdcklund Operators

Geometrically, Lie-Backlund transformations appear in attempting to find a higher-
order generalization of the classical contact (first-order tangent) transformations
(see Bicklund’s paper [1], its English translation is available in [9]) and are iden-
tified with infinite-order tangent transformations. A historical survey of the devel-
opment of this branch of group analysis and a detailed discussion of the modern
theory with many applications are to be found in [4] (see also [7], Chap. 1). We
will use here a shortcut to the theory of Lie-Bécklund transformation groups by us-
ing a generalization of infinitesimal generators of point and contact transformation
groups. The generalization is known as a Lie-Bécklund operator and is defined as
follows.
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Definition 1.5.1 Let &', n® € &/ be differential functions depending on any finite

number of variables x, u, u(1y, u(), . ... A differential operator
| 0 a N |
X=¢ St s (15.1)

aa lao{ é‘l]lzaaf

i1ip

where
&= Di(n* —§7u%) +Eul,
sz—DuDzz(U _El a)+$j Jiyipr t

is called a Lie—Bdcklund operator. The Lie-Bécklund operator (1.5.1) is often writ-
ten in the abbreviated form

(1.5.2)

X = g 9 -+ — - (15.3)

where the prolongation given by (1.5. 1)—(1.5.2) is understood.

The operator (1.5.1) is formally an infinite sum. However, it truncates when act-
ing on any differential function. Hence, the action of Lie—Bdicklund operators is well
defined on the space <7 .

Consider two Lie—-Bicklund operators

a
”8’+n”8—°‘+ U=1,2,
and define their commutator by the usual formula:

[X1, X2l =X 1 X2 — X2 X

Xy =§,

Theorem 1.5.1 The commutator [X1, X3] is identical with the Lie—Bdcklund oper-
ator given by

a
+ (X1(0%) = X2(n)) — ape T (1.5.4)
where the terms denoted by dots are obtained by prolonging the coefficients of 3/ x"
and 0/0u® in accordance with (1.5.1) and (1.5.2).

. .. 0
[X1, X2] = (X1(8) — X2(&))) o

According to Theorem 1.5.1, the set of all Lie-Bécklund operators is an infinite
dimensional Lie algebra with respect to the commutator (1.5.4). It is called the Lie—
Bicklund algebra and denoted by L gz. The Lie-Bécklund algebra is endowed with
the following properties (see [4]).

I. D; € L 5. In other words, the total differentiation (1.4.2) is a Lie-Bicklund
operator. Furthermore,

X, =& Diely (1.5.5)

for any &l € o7 .
II. Let L, be the set of all Lie-Bicklund operators of the form (1.5.5). Then L.,
is an ideal of L g, i.e., [X, X«] € L, for any X € L 5. Indeed,

[X, X1 = (X&) — X (E))D; € L.
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III. In accordance with property II, two operators X1, X» € L4 are said to be
equivalent (i.e., X1 ~ X»)if X1 — Xy € L. In pa.rtlcular every operator X € L is
equivalent to an operator (1.5.1) with & =0,i =1, ...,n. Namely, , X ~ X where

)?:X-g"D,-:(n“—gfu;?‘)—Jr.--. (1.5.6)
ou®
Definition 1.5.2 The operators of the form

il
X—?? M-’_ n“e%, (1.5.7)

are called canonical Lie—Bdcklund operators.
Using this definition, we can formulate the property III as follows.

Theorem 1.5.2 Any operator X € L g is equivalent to a canonical Lie—Bdicklund
operator.

Example 1.5.1 Let us take » = m = 1 and denote u; = u,. The generator of the
group of translations along the x-axis and its canonical Lie-Bécklund form (1.5.6)
are written as follows:

]
X=— ~X =iy — -+
ax thr ou +
Example 1.5.2 Let x, y be the independent variables, and k, ¢ = const. The gener-
ator of non-homogeneous dilations and its canonical Lie-Bécklund form (1.5.6) are
written:

0 d 0 a
X_xa +ky@+cu£~X (cu—xux—kyuy)£+--~

Example 1.5.3 Let 7, x be the independent variables. The generator of the Galilean
boost and its canonical Lie-B4cklund form (1.5.6) are written:

XtaJra X = (1 —tuy)
___N__M_
dx  du *

The canonical operators leave invariant the independent variables x’. Therefore,
the use of the canonical form is convenient, e.g., for investigating symmetries of
integro-differential equations.

IV. The following statements describe all Lie-Béicklund operators equivalent to
generators of Lie point and Lie contact transformation groups.

Theorem 1.5.3 The Lie—Bdcklund operator (1.5.1) is equivalent to the infinitesimal
operator of a one-parameter point transformation group if and only if its coordi-
nates assume the form

g =g, u)+EL  n* =0T u) + (Eh(x, u) + ED)u?,
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where %‘; € o is an arbitrary differential function, and Sf, Eé, ny are arbitrary func-
tions of x and u.

Theorem 1.5.4 Let m = 1. Then the operator (1.5.1) is equivalent to the infinites-
imal operator of a one-parameter contact transformation group if and only if its
coordinates assume the form

E=E O uuay) FEL = u,ugy) + Elug,

where Ei € &/ is an arbitrary differential function, and Sf, n1 are arbitrary first-
order differential functions, i.e. depend upon x,u and uj).

1.5.2 Integration of Lie—Bdicklund Equations

Consider the sequence
z=(x,u,uqy, u@),...) (1.5.8)
with the elements z”, v > 1, were
d=xi1<i<n, Z"=u*1<a<m.

Denote by [z] any finite subsequence of z. Then elements of the space <7 of differ-
ential functions are written as f([z]).

Definition 1.5.3 Given an operator (1.5.1), the following infinite system is called
Lie—Bdcklund equations:

d _;, d
—x'=&(zD, —u*=n"(zD,
a a

dd d (1.5.9)
= G ED, i = S ED.
wherea =1,...,mandi,j,...=1,...,n.

In the case of canonical operators (1.5.7), the infinite system of equations (1.5.9)
can be replaced by the finite system

d
—u®=n*(z]), a=1,...,m. (1.5.10)
da

Indeed, upon solving the system (1.5.10), the transformations of the successive
derivatives are obtained by the total differentiation:

il = Di(®), @l =DiD;(). ... (1.5.11)

We will use the abbreviated form (1.5.3) of Lie-Bicklund operators and write the
system (1.5.9), together with the initial conditions, as follows:
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d =i i (T3 =i i
E-x zél([z])s X |a=0=x P

%ﬁ"‘ =n*([z]), ﬁ“\azozu“, (1.5.12)
The formal integrability of the infinite system (1.5.12) has been proved by Ibragi-
mov (see, e.g. [4], Sect. 15.1; it is also discussed in [6]). For the convenience of the
reader, we formulate here the existence theorem. The following notation is conve-
nient for formulating and proving the theorem.
Let f and g be formal power series in one symbol a with coefficients from the
space <7, i.e. let
oo
feay=> filzha*,  fillz) € o, (15.13)
k=0
and

gz.a)=) a(lzDa*, g (z]) €.

k=0
Their linear combination A f ([z]) + ug([z]) with constant coefficients A, u and prod-
uct f([z]) - g([z]) are defined by

1Y fellzha + 1) grzhat =) (MfillzD) + per(zD)a*,  (1.5.14)
k=0 k=0 k=0
and
(X fotznar) - (Y sattzba?) = Y2( X0 frlzbey ()b, (15.15)
p=0 q=0 k=0 p+q=k

respectively. The space of all formal power series (1.5.13) endowed with the addi-
tion (1.5.14) and the multiplication (1.5.15) is denoted by [[.</]].

Lie point and Lie contact transformations, together with their prolongations of
all orders, are represented by elements of the space [[.27]]. Moreover, the utilization
of this space is necessary in the theory of Lie—Bicklund transformation groups.
Therefore, [[<7]] is called the representation space of modern group analysis ([6],
Sect. 1.2).

The existence theorem is formulated as follows.

Theorem 1.5.5 The Lie—Bdicklund equations (1.4.5) have a solution in the space
[[<7]1]. The solution is unique. It is given by formal power series

F=x 4 AN, AD e,
k=0

i =u®+»_ Bi(zDa*. B{(z]) e, (1.5.16)
k=0
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and satisfies the group property.

Definition 1.5.4 The group of formal transformations (1.5.16) is called a one-
parameter Lie—Bécklund transformation group.

Recall that a point transformation group acting in the finite dimensional space of

variables x = (x!, ..., x") and generated by an operator X can be represented by
the exponential map (1.1.22):
i =exp@X)(x), i=1,...,n, (1.5.17)
where
a? a’
exp(aX)=1+aX+§X2+§X3+~~-. (1.5.18)

Likewise, the solution (1.5.16) to the Lie—Bécklund equations (1.5.12) can be
represented by the exponential map

¥ =expaX)(x'), a® =exp(aX)w®), u% =exp(aX)@?),..., (1.5.19)

where X is a Lie-Bécklund operator (1.5.1) and exp(a X) is given by (1.5.18).
If we consider canonical operators (1.5.7) then (1.5.12) reduce to the finite sys-
tem of equations (1.5.10) supplemented by the initial conditions, i.e. by the system

d _ -
=D, A =ut (1.5.20)

Consequently, Lie-Bécklund transformation groups can be constructed by virtue of
the following theorem.

Theorem 1.5.6 Given a canonical Lie—Bdcklund operator,
d
X=n%—0+---,
7 ou® +

the corresponding formal one-parameter group is represented by the series

2 n
gazu“+an“+%X(n“)+.-.+a—'x"*‘(n“)+--- (1.5.21)
! n!
together with its differential consequences:
~a o o a2 o a n—1 o
ui =ui +aDi(n )+5X(Di(77 ))+W+WX (Di™) +---,
_ a" .,
“?i---is Zu?r--ix +aDi| "'Dis(na)+"'+ mXn I(Dl.l "'Dis(ﬂa))"'"'-
Example 1.5.4 Let
X 0 + 0 +
=uj—+ur—+---.
13u 28141
Here n = u and therefore

X)) =uz, X)) =u3, ..., X" () = uy.



48 1 Introduction to Group Analysis

Hence, the transformation (1.5.21) has the form

o0 [ln
zZ:u—l—ZHun
n=1
Example 1.5.5 Let
X 9 + 9 +u 9 +
=ur— +u — -
28u 38u1 48u
Here, n = u; and
X =u4, X)) =ue, .... X" ') = ua.

Hence, the transformation (1.5.21) is given by the power series

)
_ a
Uu=u-+ E —Uy.
n!
n=1

1.5.3 Lie—Bdcklund Symmetries

Lie-Bécklund symmetries of differential equations are given by Definition 1.4.7
from Sect. 1.4.5. Thus, we use the following definition.

Definition 1.5.5 Let G be a Lie-Bicklund transformation group generated by a
Lie-Bécklund operator (1.5.1),

a
+ gt (1.5.1)
l]l2

0
5—4‘77 8—0‘+§’ o T

The group G is called a group of Lie—Bdcklund symmetries of a system of differen-
tial equations

Frx,u,uay,...,up) =0, k=1,...,s, (1.5.22)
if the extended frame of (1.5.22) defined by (see Definition 1.4.4)
[F]: Fy =0, D;F,=0, D;D;jF.=0,... (1.5.23)

is invariant under G. The operator X (1.5.1) is called an infinitesimal Lie—Bdicklund
symmetry for (1.5.22).

The infinitesimal invariance criteria proved in [4] is formulated in the following
statements.

Theorem 1.5.7 The operator (1.5.1) is an infinitesimal Lie—Bdcklund symmetry for
(1.5.22) if and only if

XF| =0, XDi(Fo| =0, XD;iDj(FO|p=0,... (k=1,....5).



1.6 Approximate Transformation Groups 49

Theorem 1.5.7 contains an infinite number of equations. However, it can be sim-
plified and reduced to a finite number of equations by means of the following result.

Lemma 1.5.1 The equations

X Fy 0

’[F] =
yield the infinite series of equations

XDi(Fk)|[F] =0, XDiDj(Fk)|[F] =0,....

Thus, one arrives at the following finite test for calculating Lie—Bécklund sym-
metries of differential equations.

Theorem 1.5.8 The operator (1.5.1) is an infinitesimal Lie—Bdcklund symmetry for
(1.5.22) if and only if the following equations hold:

XFk|[F]=O, k=1,...,s. (1.5.24)

Equations (1.5.24) are the determining equations for Lie—Bdcklund symmetries.

Remark 1.5.1 Every operator of the form (1.5.5), i.e. X, = é,iDi € Lg is an in-
finitesimal Lie-Bécklund symmetry for any system of differential equations. Fur-
thermore all operators (1.5.1) satisfying the conditions

g'\m =0, n“\m =0 (1.5.25)

solve the determining equations (1.5.24). All operators X, € L g and the operators
obeying the conditions (1.5.25) are termed trivial Lie—Bdcklund symmetries ([7],
Sect. 1.3.2).

Example 1.5.6 The equations of motion of a planet (Kepler’s problem):

d?x* xk
m—s-=u—, k=123,
ar M
have the following three nontrivial infinitesimal Lie-Backlund symmetries different
from Lie point and contact symmetries (see [4]):
. . 0
L ik ki . kY ¥
X; = (Zx vt —x" —(x v)8i>axk,
Here the independent variable is time ¢, the dependent variables are the coordinates
of the position vector x = (x!, x2, x3) of the planet. The vector v = !, 02, 03) is
the velocity of the planet, i.e. v = dx /dt.

i=1,2,3.

1.6 Approximate Transformation Groups

A detailed discussion of the material presented here as well as of the theory of
multi-parameter approximate groups can be found in [2].
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1.6.1 Approximate Transformations and Generators

In what follows, functions f(x, €) of n variables x = (x!,...,x") and a parameter
¢ are considered locally in a neighborhood of ¢ = 0. These functions are continuous
in the x’s and ¢, as are also their derivatives to as high an order as enters in the
subsequent discussion.

If a function f (x, &) satisfies the condition

i fae)
m ———— =

e—>0 P
it is written f(x, &) = o(e?) and f is said to be of order less than &P . If
fx,8) —g(x, &) =o0(e),

the functions f and g are said to be approximately equal (with an error o(e?)) and
written

07

fx,e)=g(x,e)+o(eh),

or, briefly f & g when there is no ambiguity.

The approximate equality defines an equivalence relation, and we join functions
into equivalence classes by letting f(x, ¢) and g(x, ¢) to be members of the same
class if and only if f ~ g.

Given a function f(x, ¢), let

fox) +efi(x)+---+ef f(x)

be the approximating polynomial of degree p in ¢ obtained via the Taylor series
expansion of f(x, &) in powers of ¢ about ¢ = 0. Then any function g ~ f (in
particular, the function f itself) has the form

g(x, &) & fo(x) +efi(x) + -+ & f(x) + o(el).

Consequently the function

Jo) +efi(x) +---+&” fp(x)

is called a canonical representative of the equivalence class of functions contain-

ing f.
Thus, the equivalence class of functions g(x, ) & f(x, ¢) is determined by the
ordered set of p + 1 functions

Jfo(x), fi(x), ..., fp(x).

In the theory of approximate transformation groups, one considers ordered sets of
smooth vector-functions depending on x’s and a group parameter a:

fo(xva)a fl(X,a), R f[,(x,a)

with coordinates

fix.a), fix.a), ..., fix.a), i=1,...n.



1.6 Approximate Transformation Groups 51

Let us define the one-parameter family G of approximate transformations
Fafixa) tef{(xa) +o el fi(xa), i=1.....n, (16.1)

of points x = (xl,...,x”) € R" into points x = x!, ..., x™) € R" as the class of
invertible transformations

xX=f(x,a,¢) (1.6.2)
with vector-functions f = (f!,..., f) such that
flxa, )~ fi(x,a) +ef{(x,a) + -+ & f(x, a).
Here a is a real parameter, and the following condition is imposed:
f(x,0,8)~x.

Furthermore, it is assumed that the transformation (1.3.2) is defined for any value of
a from a small neighborhood of a = 0, and that, in this neighborhood, the equation
f(x,a,¢e)~xyields a =0.

Definition 1.6.1 The set of transformations (1.6.1) is called a one-parameter ap-
proximate transformation group if

f(f(x,a,e),b,e)~ f(x,a+b,¢)

for all transformations (1.6.2).

Remark 1.6.1 Here, unlike the classical Lie group theory, f does not necessarily
denote the same function at each occurrence. It can be replaced by any function
g ~ f (see the next example).

Example 1.6.1 Let us take n = 1 and consider the functions
1
f(x,a,e)=x +a<l +ex + Eea)
and
1
gx,a,e)=x+a(l+ex)[ 1+ Eea .
They are equal in the first order of precision, namely:

1
g(x,a,8)=f(x,a,e) +e%p(x,a), @, a)= Ean,

and satisfy the approximate group property. Indeed,
fg(x.a,e),b.6) = f(x,a+Db,e)+ep(x,a,b,e),

where

1
¢(x,a,b,e)= Ea(ax + ab + 2bx + cabx).
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The generator of an approximate transformation group G given by (1.6.2) is the
class of first-order linear differential operators

(1.6.3)
such that
E'(x,8) ME((X) + £6{(x) + -+ + £PE) (x),
where the vector fields &g, &1, ..., §, are given by
. afi(x,
g;m:M L v=0,....pii=1,....n
da a=0
In what follows, an approximate group generator
. . . 0
X~ (E(x) + e[ (x)+- + SPS;,(X))E
is written simply
. , . d
= () +e§ (x) +---+ sf’g;(x))w- (1.6.4)

In theoretical discussions, approximate equalities are considered with an error
o(e?) of an arbitrary order p > 1. However, in the most of applications the theory
is simplified by letting p = 1.

1.6.2 Approximate Lie Equations

Consider one-parameter approximate transformation groups in the first order of pre-
cision. Let

X=Xo+¢eX, (1.6.5)
be a given approximate operator, where
i 9 i 9
Xo= 50()6)@, X = él(x)ﬁ~

The corresponding approximate transformation group of points x into points X =
X0 + ex1 with the coordinates

=) ek (1.6.6)
is determined by the following equations:
dx l =i i
_go(xo) Xol,_o=x" i=1.....n, (1.6.7)
dx; 9% (x) kL iy ai
Z 0 i+ ), #|,_,=0. (1.6.8)

k=1 X=Xq

The equations (1.6.7)—(1.6.8) are called the approximate Lie equations.
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Example 1.6.2 Let n =1 and let
a
X=(0+e¢ex)—.
dax

Here £y(x) =1, &1 (x) = x, and equations (1.6.7)—(1.6.8) are written:

dxo _
o =L Folg=x
dx _ _
— =%, Fi|,_=0.
Its solution has the form
- - 612
xXo=x+a, x1=ax+7.
Hence, the approximate transformation group is given by
- a’
X %x+a+s(ax+ ?)

Example 1.6.3 Let n =2 and let

5. 0 a
X=0+ex")— +exy—:
ox ay

Here &y(x,y) =(1,0), &1(x, y) = (x2, xy), and (1.6.7)—(1.6.8) are written:

d)_C() d)_70 = 5
o=l =0 %l_y=x ol o=,
dxy y

_ dyr  _ _ _ _
%=(X0)2, Tg = Yoo, %tlyeo =0, Ji],_q=0.

The integration gives the following approximate transformation group:

3 2
z 2, 2. .4 - a
x%x+a+8(ax +a x-}-?), y%y+g<axy+7y).

1.6.3 Approximate Symmetries

Let G be a one-parameter approximate transformation group given by
I f(z,a,e) = fi(z.a) +efi(z,a), i=1,...,N.
An approximate equation
F(z,8) = Fy(z) +eF1(z) =0
is said to be approximately invariant with respect to G if
F(z,e)~ (F(f(z,a,¢), &) =0(e)

whenever z = (z', ..., zV) satisfies (1.6.10).

53

(1.6.9)

(1.6.10)
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If z=(x,u,uqy,...,uw)), then (1.6.10) becomes an approximate differential
equation of order k, and G is an approximate symmetry group of this differential
equation.

For example, the second-order equation

y' —x—ey?*=0 (1.6.11)
has no exact point symmetries if & # 0 is regarded as a constant coefficient, and
hence cannot be integrated by the Lie method. Moreover, this equation cannot be in-
tegrated by quadrature. However, it possesses approximate symmetries if ¢ is treated
as a small parameter, e.g.

0 £ 30 s 11 5\ 0
X1 +—2x—+<3yx +—x) ,

Toy 3|7 ax 200 Jay
y Y (1.6.12)
X O, 48+(2 3+76)8
= X— | X — X —X — .
2 ay 6 ox Y 30 ay

The operators (1.6.12) span a two-dimensional approximate Lie algebra and can be
used for consecutive integration of (1.6.11) (see [8], Sect. 12.4).

For a detailed discussion of approximate symmetries of differential equations
with a small parameter as well as numerous examples we refer the reader to [7],
Chaps. 2 and 9, and to the references therein.
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Chapter 2
Introduction to Group Analysis and Invariant
Solutions of Integro-Differential Equations

The method is a technique which I have applied twice.
Maxim of a traditional professor in mathematics.
G. Polya

In this chapter we give an introduction into applications of group analysis to equa-
tions with nonlocal operators, in particular, to integro-differential equations. The
first section of this chapter contains a retrospective survey of different methods for
constructing symmetries and finding invariant solutions of such equations. The pre-
sentation of the methods is carried out using simple model equations. In the next
section, the classical scheme of the construction of determining equations of an
admitted Lie group is generalized for equations with nonlocal operators. In the con-
cluding sections of this chapter, the developed regular method of obtaining admitted
Lie groups is illustrated by applications to some known integro-differential equa-
tions.

2.1 Integro-Differential Equations in Mathematics
and in Applications

Equations with nonlocal operators include integro-differential equations (IDE), de-
lay differential equations, stochastic differential equations and some other types of
less-known equations. They have been intensively studied for a long time already,
in mathematics and in numerous scientific and engineering applications.

The most known integro-differential equations are kinetic equations (KE) which
form the basis in the kinetic theories of rarefied gases, plasma, radiation transfer, co-
agulation. The Boltzmann kinetic equation [10] in rarefied gas dynamics, the Vlasov
and Landau equations in plasma physics [2], and the Smolukhovsky equation in co-
agulation theory [71] are widely used and have become classical. Numerous gen-
eralizations of these equations are also used in other applications. Brief outlines of
delay and stochastic differential equations are presented in Chaps. 5 and 6.

Y.N. Grigoriev et al., Symmetries of Integro-Differential Equations, 57
Lecture Notes in Physics 806,
DOI 10.1007/978-90-481-3797-8_2, © Springer Science+Business Media B.V. 2010
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The kinetic equations describe the time evolution of a distribution function (DF)
of some interacting particles such as gas molecules, ions, electrons, aerosols, etc.
DF has the meaning of a nonnormalized probability density function defined on the
space of dynamical variables of particles. A large number of independent variables
and the presence of complicated integral operators are typical features of KEs. KEs
for dynamical systems with strong pair particle interaction include special opera-
tors which are called collision integrals. In general, they are integral operators with
quadratic nonlinearity and multiple kernels as in the Boltzmann and Smolukhovsky
equations. For systems where collective (averaged) particle interactions are of prin-
cipal importance, the nonlocal operators have the form of functionals of DF, as for
example, in the Vlasov equation for collisionless plasma or in the Bhatnagar—Gross—
Krook equation in rarefied gas dynamics [12]. These peculiarities create large dif-
ficulties for investigation of integro-differential equations by both analytical and
numerical methods. Starting with the classical paper [48], partial simplification of
these difficulties was done by reducing the integro-differential equations to infinite
systems of first order differential equations for power moments of DF. Such systems
are derived by integration of the original integro-differential equation with power
weights with respect to some dynamical variables. Using certain asymptotical pro-
cedures [25] one can transform infinite systems for moments into hydrodynamic
type finite partial differential equation systems such as the Navier—Stokes system
for the Boltzmann equation or the system of ideal magnetic hydrodynamics for the
Vlasov—Maxwell system. The mathematical theory of these systems has been in-
dependently developed from the studies of the corresponding integro-differential
equations.

2.2 Survey of Various Approaches or Finding Invariant
Solutions

In pure mathematical theories and especially in applied disciplines a special at-
tention is given to the study of invariant solutions of integro-differential equations
which are directly associated with fundamental symmetry properties of these equa-
tions. In Chap. 1 an application of the classical Lie group theory for finding invari-
ant solutions of differential equations was presented. Group analysis in this case is
an universal tool for calculating complete sets of searched symmetries. However a
direct transference of the known scheme of the group analysis method on integro-
differential equations is impossible. As shown since the first work in this way [28]
(see also [29]) the main obstacle consists in a presence of nonlocal integral opera-
tors. Several approaches to this problem were worked out during a long history of
studying invariant (self-similar) solutions of IDEs. The main of these approaches
can be classified as follows:

(1) Use of a presentation of a solution or an admitted Lie group of transformations
on the basis of a priori simplified assumptions;
(2) Investigation of infinite systems of differential equations for power moments;
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(3) Transformation of an original integro-differential equation into a differential
equation;

(4) Direct derivation of a Lie group of transformations through corresponding de-
termining equations and construction of a representation of invariant solutions
of IDE.

Methods of the first and fourth groups one can characterize as direct methods be-
cause they deal directly with an original IDE. At the same time the methods of the
second and third groups are indirect. They are based on the replacement of a consid-
ered integro-differential equation by an infinite system of differential equations or
by a single differential equation. This allows one to analyze derived equations using
the standard methods of the classical Lie group theory outlined in Chap. 1.

In the present section a brief survey of all these approaches is given. Each method
is illustrated with a simple (model) integro-differential equation with minimal num-
ber of variables. It allows us to explain an essence of the method without too cum-
bersome calculations. The most noticeable results obtained in corresponding frame-
works are annotated with references.

2.2.1 Methods Using a Presentation of a Solution or an Admitted
Lie Group

Methods of this type have an heuristic character. Possibilities of their universaliza-
tion are restricted. Just to them one can relate epigraph of the chapter. They have no
direct relations with group theoretical analysis. However, these methods intuitively
use some symmetry properties of equations. This allows one to choose a form of a
solution or an admitted transformation. It is worth to note that most known invariant
solutions of IDEs for today were obtained applying these methods.

Local-Equilibrium or Stationary Solutions Historically the first approach of
finding invariant solutions of integro-differential (kinetic) equations was based on
splitting original equation in two simpler equations [10, 48]. One of these equations
allows one to define a structure of a seeking solution. Consistence with another
equation provides an explicit form of the solution. Using this method (local) equi-
librium and stationary solutions of some kinetic equations were obtained. Here an
application of this approach to basic types of integro-differential kinetic equations
is considered.
The Kac equation [38] is the simplest model of the full Boltzmann kinetic equa-

tion. This equation is

of of of

o1 +vax +Fav—J(f,f), (2.2.1)
where

I )= / dw / dbg@Of W) fF W) — W] (222)

-7
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Here f(t,v, x) is the distribution function (DF), r € RL, v, x e R!, J(f, f) is the
collision operator (integral), F is an external force, g(6) = g(—0) is a kernel asso-
ciated with details of particle interaction subject to the normalization condition

e

/g(e)dezl.

-7

For the sake of brevity only the velocity arguments of DF are saved in the integrand
of (2.2.2). In this case the function g(6) corresponds to the Maxwell molecular
model [25]. The collision transformation (v, w) — (v, w’) is given by the group of
rotations in R2 = R! x R! (see (1.1.2)) with the matrix representation A

cosf —sinf
sinf  cos@

W, w) =@, w)A, A= <

Separating (2.2.1) in two parts, the form of local equilibrium solutions (so-called
Maxwellians) is obtained from the equation J(f, f) = 0. This equation is satisfied
for any function g(0) if and only if

fONf@) = f() f(w) =0, (2.23)

or, that is the same,

In f(W) +Inf(w)=In f() +1n f(w).

This means that In f (v) is a summation invariant of the group of rotations in R2.
Using the infinitesimal generator (1.1.7) X = wd, — vd,, of the group, one obtains
from X = 0 that in this case the unique summation invariant is v+ w? = v'> +w’>.
This gives us that the local Maxwellian solutions of (2.2.1) have the form

fu(t, v, x) =a(t, x)exp [—b(t, x)v?]. (2.2.4)

It is worth to emphasize a crucial step which consists here in solving functional
equation (2.2.3). In turn, the solution is defined by summation invariants of the
group of transformations corresponding to a collision interaction. For example, in
the case of monatomic gas we deal with the group of rotations in R® = R3 x R3
which has four such invariants [25].

The function (2.2.4) has also to satisfy the equation

ofm | Ofm afm

F—=0.
8t+8 + av

For example, if the force F = —¢’ is conservative with the potential ¢(x), then
b = const, a = C exp (—2b¢) and the well-known Maxwell-Boltzmann distribution
fm(v,x) =Cexp [—b(v* 4+ 2¢)] in potential field is obtained.!

The local Maxwellian solutions of the full Boltzmann equation were completely
studied using the outlined method by outstanding scientists: J.C. Maxwell [48],

I'The complete study of local Maxwellian solutions of (2.2.1) done in [21].
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L. Boltzmann [10], T. Carleman [14], H. Grad [27]. The local-equilibrium solu-
tions for kinetic equations with similar collision integrals such as the linear Boltz-
mann equation in the neutron transfer theory [25], the Landau kinetic equation in
the plasma physics [2], the Wang Chang—Uhlenbeck equation in the kinetic theory
of polyatomic gases [25] and others were constructed using similar approach.

There exists a wide class of integro-differential equations which include integral
operators in the form of functionals depending on their solutions. In particular, ki-
netic equations with a self-consistent field (so-called Vlasov-type equations) belong
to this class. These equations are used in plasma physics, gravitational astrophysics,
theory of nonlinear waves and others. In this case such equations have the form of
a first order partial differential equation with associative equations for functionals.
According to the theory of differential equations their general solutions are arbitrary
differentiable functions of first integrals. This property allows one to find invariant
solutions of some simple problems.

To illustrate this approach let us consider the one-dimensional problem of equi-
librium of a plane gravitating homogeneous layer [59]. The problem is described by
the Vlasov—Poisson system:

0 0
v—f + F—f =0, 2.2.5)
dax v
)
—=C. 2.2.6

Here f (v, x) is the distribution function of gravitating particles, v € R is the par-
ticle velocity, x € [—1, 1] is the space coordinate, F = —¢' is the gravity force,
@ (x) is the gravitational potential. The density of particles p(x) is the zeroth-order
moment of the DF:

p(x):/f(v,x)dv. 2.2.7)

Since the density is constant along a layer, it can be written as p(x) = poH (1 —
xz), where H is the unit Heaviside step-function. The right hand side of (2.2.6)
is constant C = pg. Then F(x) = —x and the general solution of (2.2.5) is f =
fo(E), where the first integral E = v?/24x?/2 is the energy invariant of the particle
motion. It is also necessary to satisfy the self-consistency condition (2.2.7). In fact,
one has to solve the integral equation of the first kind

/fo(E>dv=poH(1 —x%).

The last equation can be transformed into the Abel equation by the substitution
y=1-2E:

/Zfo(y)dy 2
=poH(z), z=1-x"
0 V=Y
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The Abel equation is invertible for an arbitrary right hand side [72]:

y
1 d [ poH(z)dz

Jo(y) = xdy ﬁ
0
Finally, one obtains
poH (1 —2E)
gy =20"""°2)
= o

Invariant solutions were similarly obtained for gravitating problems with cylin-
drical and spherical symmetries (see references in [59]). It is obvious that this
method can also be used in other applications of the Vlasov-type equations with
two independent variables. In particular, the one-dimensional dynamics of colli-
sionless plasma with a neutralizing background and a potential field is described by
the following system

of | af | Lof _

O 4 o L gy, 228
ar TVax Ty (2.2.8)
o0 0
aF—l /d aF—/d 2.2.9)
o v f, e v fu. 2.
—o0 —0Q0

From [1] it follows that there exists some transformation, which maps (2.2.8),
(2.2.9) to the above stationary Vlasov—Poisson system. Then, one can derive non-
stationary solutions of the Vlasov—Maxwell system (2.2.8), (2.2.9) starting from the
stationary solutions.

A Priori Choice of Invariant Transformations
1. Nikolskii’s transformations.

First time this approach was systematically applied to the Boltzmann integro-
differential equation by A.A. Nikolskii in the series of papers [51-53]. Transfor-
mations obtained by this approach provide nonstationary space-dependent solutions
from space-homogeneous.

Let us illustrate the Nikolskii approach using the Kac equation (2.2.1). In the
space-homogeneous case and in absence of the external force F' it becomes

af (z,v)
fat =J(f, ). (2.2.10)
Assume that fj, (¢, v) is a solution of (2.2.10). The Nikolskii transformation is
fs(t, x,v) = fu(t, v), (2.2.11)

where

- _ X
t=1(1), v=(1+t/t0)<v— m) (2.2.12)
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Here r(t) is a temporarily unknown function One can consider the quantity c=

t -H
X
t+1
as the macroscopic velocity of a continuum (model gas) in the space position x.
Flows with this velocity distribution in the framework of the one-dimensional ideal
gas dynamics were studied by L.I. Sedov [61]. For ¢, fp > 0 it is an expansion flow
of a gas; if 79 < 0 it is a compression flow. Therefore the solution (2.2.11), (2.2.12)
is called “expansion—compression” motions of a model gas. This means that the
distribution function f; of eigen velocities is the same at each space point at any
given instant.
Substitution of (2.2.11) into the left hand side of (2.2.1) with F(x) =0 gives
dfs fs fh

a—(t X, v)—i—va—(t X,v)= —(t)—( ), (2.2.13)

where (7, v) are defined by (2.2.12). Taking into account that fj, (¢, v) is a solution
of (2.2.10), one can write

—(t)ﬁ(t v)

——(r) / dib / 6O fo@) (@) — fo@) fn(@)],  (2.2.14)

-7

where v/ = v cosf + wsinf, W' = —vsinf + wcosH.
By virtue of linearity of the collision transformation for dilations of the velocity
space we have

W, Aaw’) = (w, Aw)A.
Hence, the collision integral under such dilations is transformed as follows

J(fs HHOv) = AJ(f, f ). (2.2.15)

Let us additionally assume that the studied class of distribution functions fj (¢, v)
leaves the collision integral invariant with respect to the translations of the velocity
space

fut,v) = fat,v—a).

This property corresponds [16] to the physical meaning of the distribution function
as the particle number density in the velocity space. In this functional class the
collision integral J (f, f) has the property

I (s i) @) = I (fis f) (0 = a). (2.2.16)

Sequentially exploiting the properties of the collision integral (2.2.15) and then
(2.2.16), the equation (2.2.13) becomes

afs afs = —i—t/l())—‘](fs, £5). (2.2.17)
8[ ax
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Hence, the function fi(f, x, v) determined by (2.2.11), (2.2.12) is a solution of the
equation

a a

o, of

o TV, =70

if and only if the unknown function 7 (¢) satisfies differential equation
9t =1
dt V=

Choosing t(0) = 0, one obtains that t(¢z) =ty In(1 + ¢/#y) for any positive ¢. If
the factor in front of J(f;, fs) in (2.2.17) is chosen as an arbitrary constant, then
(2.2.12) is an equivalence transformation [56].

It is known [38] that for + — co a solution of the space homogeneous equation
(2.2.10) with arbitrary initial data converges to the absolute Maxwellian distribu-
tion f.

One can note that in an expansion flow for 7, #p > 0 the equilibrium distribution
is reached

Jim £, 0) = fur(0):

Whereas in an compression flow (where 7y < 0) one has for t — —0 that

X

fS(Os-x’ U) = f/’l <T(0)s v— _> 75 fM(v)9

fo
and the equilibrium distribution is not achieved (see [52]).

In many IDEs the differential operator has a similar form. If the collision inte-
gral possesses similar invariant properties, then Nikolskii’s transformation can also
be applied. Here it can also be mentioned the linear Boltzmann equation [25], the
Landau equation [2] and some others. Unfortunately, as a rule, solutions of space
homogeneous equations excepting stationary equilibrium solutions are unknown.

2. The Bobylev approach.

All methods for constructing invariant solutions of IDEs presented in this sub-
section have ad-hoc character. This means that they are not universal and, hence,
have a confined field of applications. As a rule, such methods are based on intu-
itive windfalls rather than on systematic approach. The most outstanding results in
the frameworks of this direction were derived by Bobylev [5-7]> for the Boltzmann
kinetic equation for Maxwell molecules.

Here the windfall was the Fourier transform of the Boltzmann equation (BE)
with respect to the velocity variables. The transformation drastically simplified an
investigation of mathematical properties of BE. This has allowed one not only to
obtain a new nontrivial symmetry of BE but also to complete a relaxation theory of
a Maxwellian gas.

2Some generalizations of the Bobylev approach were also done in [24].
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Let us demonstrate the Bobylev approach on the space homogeneous Kac model
as was done in [32]. The Cauchy problem for the distribution function f(¢, v) has
the form

oo T

)
a_]; - d“’/ dogO)Lf (V) f (W) = f () f ()], (2.2.18)

£Q0,v) = fo(v). (2.2.19)

The equilibrium solution of (2.2.18) when ¢t — oo is the absolute Maxwellian
distribution

fu() = exp(—v?/2). (2.2.20)

1
V2w
The problem (2.2.18), (2.2.19) possesses the mass and energy conservation laws of
the forms

/f(l,v)dv=/fo(v)dv=1,

o o (2.2.21)
/vzf(t,v)dv=/v2fo(v)dv=1.

For an arbitrary integrable function ¥ (v) and the collision integral (2.2.2) the
integral identity takes place

1Y) = / dvyr (v)J(f. f)

—00
(ol SR/

=///g(G)(Ilf(v’)—I/f(v))f(v)f(w)dvdwd9~ (2.2.22)

The direct and inverse Fourier transforms are defined as follows

pk) = / fe kv du, (2.2.23)
fw)y=emn™! / p(k)e'™ dk. (2.2.24)

Applying the direct transform (2.2.23) to (2.2.18) and taking into account identity
(2.2.22), one can derive the Fourier representation of the Cauchy problem (2.2.18),
(2.2.19):

do(t, k)
ot

=J(g.9), 90,k =dk), (2.2.25)
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where
f(fp,w):/ dog (@)l (kcost)p(ksing) — o (k)p(0)],
and -’
D (k) = 7 fo(w)e ™ dv. (2.2.26)

Note that an essential simplification of the collision term occurred:3 the collision
term contains a single integral over the collision parameter 6.
The Fourier transform of the equilibrium solution (2.2.20) is

k2
om (k) = exp(— 7). (2.2.27)
The conservation laws (2.2.21) in terms of Fourier transforms become
32p(t, k) 32 (k)
t,0O)=20)=1, = =—1. 2.2.28
¢(t,0) =@ (0) rrenal M v AN (2.2.28)

One can easily verify that (2.2.25) admits some simple groups of transformations.
In fact, there is a group of translations of the time 7 = ¢ + a . The corresponding
infinitesimal generator of this group is X1 = 0.

It is necessary to point out that each transformation in the k-space has a corre-
sponding representation in the original v-space. In such a way there is a dilation
group in the k-space

k=%, X2 =ko. (2.2.29)
This transformation leads to the change of variables in the v-space:
f,v)y=ef(t,e ).

This property corresponds to the transformation defined by the infinitesimal gener-
ator:

Y, =00, + foy.

The Bobylev symmetry of (2.2.25) is defined by the formula

2
ot k) = exp(—%)w(t, k). (2.2.30)

. e 2
This symmetry corresponds to the infinitesimal generator X3 = —%(paw.

3More impressive simplification the Fourier transform gives for the full Boltzmann equation with
Maxwell molecules: the five-fold collision integral is reduced to a two-fold integral [7]. Unfor-
tunately for other power-like molecular potentials Fourier transform does not give simplifications
[33].
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The invariance of (2.2.25) with respect to the change (2.2.30) is easily ascer-
tained. Because the existence of an inverse Fourier transform requires that a > 0,
the transformation (2.2.30) determines a semigroup. Using (2.2.24) and the convo-
lution theorem, one can obtain the corresponding semigroup in the v-space:*

x )
F(t,v) = \/%_/ £t wydw exp[—%}.

Here corresponding an infinitesimal generator is the one-dimensional Laplace oper-
ator

(2.2.31)

1
Y5 = an.

The invariant solution of the problem (2.2.25) which is consistent from the phys-
ical point of view has to satisfy the initial conditions (2.2.26), the conservation laws
(2.2.28) and has to converge to ¢y (k) (2.2.20) for t — oo. Taking into account
these demands, the invariant solution similar to the well-known BKW-mode [5] is
constructed in the following way.’

To reduce the number of independent variables and to use simultaneously the
new symmetry (2.2.30) one can seek for a solution in the form

ak?
ok, t) = exp<—7>l1/(x), x=1t(t)k, (2.2.32)

where t(f) is determined later. Substituting the presentation (2.2.32) into (2.2.25)
and taking into account its invariance under the transformation (2.2.30), one obtains

dt1l dv .
——x—=J(, V).
dt v dx
To separate variables here it is necessary to set
dr 1
¢
dt t

The last equation determines the function t(¢) = 6pexp(ct), where ¢ and 6y are
arbitrary constants. To satisfy the initial conditions one has to require

2
o(k,0) = exp(—%) W (Bok) = @ (k).

Hence, the representation of the invariant solution (2.2.32) becomes

ok, 1) = exp[%a(xz — kz):|<l>(x). (2.2.33)

4The invariance of the Boltzmann equation with isotropic Maxwell molecular model with respect
to semigroup (2.2.31) was discovered in [50] but it was not used by the author for constructing
invariant solutions and for a long time this result was lost.

5The authors of BKW-mode [42] used a much more long and intricate approach.
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Since @ (0) = 1, for asymptotic convergence of (2.2.33) to the equilibrium so-
Iution (2.2.27), it is sufficient to accept that @ = 1 and ¢ < 0. Simultaneously this
solution satisfies the mass conservation law. The energy conservation law will be
automatically satisfied after constructing the solution in the explicit form.

One can check that the invariant solution (2.2.33) is determined by the infinites-
imal generator X = —c~!X| + X, — X5. In fact, solving the first-order partial dif-
ferential equation

x(h=—c 0 e,y
= —C — —_— = — =0,

ar ok " %%
one derives two independent integrals I; = kfpexp(ct) = kt(¢t) and I = ¢ X
exp(k?/2) which are independent invariants (see Chap. 1). Since for constructing
the invariant solution one requires that

L =h(ly),

one has the representation of the invariant solution ¢ = exp(—k?/2)h(x). Finally to
satisfy the imposed demands it is sufficient to set 2(x) = exp(x2 /2)D(x).
Substitution of the presentation (2.2.33) into (2.2.25) gives the factor-equation

do .
cx <E +ch>> =J(®,P). (2.2.34)

To find the BKW-mode one uses the Taylor expansion
>c
n
dx) =1+ Z Ex", (2.2.35)
n=1

where the choice cp = 1 explicitly accomplishes the mass conservation law.

After substitution (2.2.35) into (2.2.34) one obtains a specific nonlinear spectral
problem for the coefficients c¢,. Even coefficients cy; (n = 2k) are separately deter-
mined from closed subsystem. In particular, c; = —1 and the energy conservation
law is satisfied. Some resonance property of even eigen values allows to cut the
series (2.2.35) and find a solution in the form

T
1
D(x)=1—x% x=kt(t)=kbyexp(ct), c:—§/d9g(9)sin226.
=TT

Applying the inverse Fourier transform to (2.2.33), one can derive the explicit
expression of the BKW-mode?® in the v-space:

0= et [ s (= )]s )
U ara=ran L 20 =)\ 1 =20 Py Ty |

where A (1) = t2(¢) and 0 < 93 <2/3.

6Tt is worth to note that the Fourier transform of the Boltzmann equation and the explicit solution
rediscovered in [6, 7, 42] were first derived in unknown MS thesis of R. Krupp (see Ref. [15]).
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3. Scaling conjecture.

In the work of the authors [28] some generalization of known symmetry proper-
ties of the Boltzmann equation and its models was proposed. In application to the
Kac model in absence of an external force F

af | af
o TUa =D, (2.2.36)

the admitted Lie group G of transformations 7, was sought in the form
f=v@.xaf t=q0%a, x=hi5a),

_ (2.2.37)
v=r(t, x,a)v.

Here {f, ¢, x, v} and { f , t, X, v} are original and transformed variables, respec-
tively, ¥, h, 8, r, p are unknown functions which define the sought group G with
the group parameter a. These functions have necessarily to satisfy the main group
superposition property in the form

Tb Ta — Lg+b, (2238)
and the identity property for the group parameter a = 0:

¥, x,00=1, ¢q(t,x,00=1, h(,x,00=x,
_ (2.2.39)
r(t,x,0)v=vo.

The Lie group of transformations G is said to be admitted by (2.2.36) or (2.2.36)
admits the group G if transformations (2.2.37) convert every solution of (2.2.36)
into a solution of the same equation. This means that if a function f(z,x,v) is a
solution of (2.2.36), then the function

f@,%,0,0) =y 1,a) f(q&,1,a),h(F,7,0),r(I,X,a)0)  (2.2.40)
satisfies the equation

of  of - -
57 Tisz=J(. ). (2.2.41)

By virtue of the properties of the collision integral (2.2.16) and (2.2.37), one can
show that

J(f, =g, x.a)I(f. f) (2.2.42)

with some function g(7, X, a). )
Calculating the derivatives of the function f (t, %, v, a) (2.2.40) and the collision
integral J(f, f), one gets

af oy af dg  df dh  Of or
8t__8t_f+w<8t85+8x85+8v8t_v’
af oy af dqg  df dh  df or
ax‘axf“p(at 0% “axox avar')
Y2(1, X, 0, a)

J(f, H)E,x,0,a) = 4)1(10, t,x,v),

r(t,x,v,a
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where (¢, x, v) are defined by (2.2.37). Since the function f (¢, x, v) is a solution of
the Kac equation (2.2.36), the collision integral J (f, f) can be exchanged with the
left hand side of this equation. This gives that

2 9
1 =2 (aj:ﬂ aﬁ)

Taking into account that f (¢, x, v) is an arbitrary solution of (2.2.36) one can split
the derived equation with respect to f and its derivatives:

Rl
fioge Fig= =0,

of bg g ¥

ot ot ax r

of oh  _oh _Y

ax or Uax Uy

af or ap  _or _

dv or' o1 ox
Additional splitting of these equations with respect to the variable v gives the equa-
tions

9 9
W _o ¥y (2.2.43)
ot 0x
9 9
9 ¥ _ % _y (2.2.44)
ot r 0x
0h o, o (2.2.45)
ar 0 9x 7 -
9 9
T oo, Loy (2.2.46)
ot 0x

From (2.2.43) one has that ¢ = ¥/ (a). The general solution of (2.2.45) is
h(t,x,a) =xy(a) +c1(a)
with an arbitrary function c;(a). Equations (2.2.46) define that
r=r(a).
The general solution of (2.2.44) is

g0 %) =72 ¢ o),
r(a)
where c3(a) is an arbitrary function.
Thus, using the properties of the collision integral (2.2.15), one derives that the

form of admitted transformations (2.2.37) is

; _Y(a)
f=v@f, f_fﬁ + c2(a), (2.2.47)

x=xv¥(a)+ci(a), v=r(a).



2.2 Survey of Various Approaches 71

The identity conditions (2.2.39) of transformations (2.2.47) at @ = 0 impose the
additional relations

Y0)=1, c1(0)=0, r(0)=1, c2(0)=0. (2.2.48)

The requirement to satisfy the main Lie group property (2.2.38) for the variable
f and v leads to the conditions

v(@yb)=y@+b), r(arbd)=ra+Db). (2.2.49)
Using (2.2.48), the general solutions of these equations are
¥ (a) =exp(cia), r(a)=exp(cra),
where ¢ and ¢; are arbitrary constants. Hence, transformations (2.2.47) become

f=exp@a)f(x,v,1), %=(x—ci(a)exp(—éia), (2.2.50)

v=vexp(—cra), I=(—cy(a))exp[—(¢1 —Ca)l.

Since there is one-to-one correspondence between an infinitesimal generator and
a Lie group, the undefined functions c{(a) and cz(a) in (2.2.50) can be found from
the system of Lie equations.
Recall that the coefficients of the admitted generator of the Lie group G
ol ol 0 - 0
X =gl — x 7 v_" =
3 at-l-f‘? ax—l-r‘? 8v+§ of

are defined by the formulae

. di / 5 e
£ = - = —c5(0) — (t — c2(0))(é1 — é2),
ala=0
L, dx , A
£ Zd_ :—cl(O)—Cl(X—Cl(O))»
ala=0
dv
%‘v = — == _ézva
da a=0
df .
¢f==-L =c1f.
da a=0

By virtue of (2.2.48), one obtains that
g = —c5(0) —1(¢1 — &),
£° = —c}(0) = ¢yx,
é” = _v621

¢f=éf.
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Thus, one has the basis of admitted generators

Cl: Xq4=f0r — 10, — x0y,

N

oy X3 =vd, —to, 2.2.50)
¢ (0) : X, =d,, o
(0): X5 = d,.

Now after finding the invariants of the group X;J =0 (i = 1,...,5) by the usual
way, one can obtain representations of invariant solutions.

It is seen that the integral transformation (2.2.31) is absent in transformations
(2.2.50). However, as will be shown in Chap. 3 such simple scaling conjecture al-
lows us [28] to define 11-parameter Lie algebra admitted by the full Boltzmann
equation and all known extensions for some special cases of molecular potentials
(see also [31]).

4. Teshukov’s wave-type solutions.

It is worth to mention here one more approach which was developed by
V.M. Teshukov. In [67] an extension of the theory of characteristics for systems of
integro-differential equations was proposed. Using the generalized characteristics
and Riemann invariants, simple waves of a system of integro-differential equations
were determined.

The system of integro-differential equations describing evolution of rotational
free-boundary flows of an ideal incompressible fluid in a shallow-water approxima-
tion is the following

hu; +uuy +vuy +gh =0, uy+v, =0,
" (2.2.52)
hy + / udy| =0.
O X

Here (u, v) is the fluid-velocity vector, & is the layer depth, g is the gravitational
acceleration, x and y are the Cartesian plane coordinates, and ¢ is time. The impen-
etration condition v(x, 0, 7) = 0 is satisfied at the layer bottom. Equations (2.2.52)
are considered in the Eulerian—-Lagrangian coordinates x’, A, ’, where

x=x', t=t, y=ox, A1),
and @ = @ (x’, A, 1) is the solution of the Cauchy problem
D +ux, @, )P, =v(x,d,1), DP(x,1,0)=Po(x,1).

In the new coordinates (2.2.52) become

1
ur(x, A, t) +u(x, A, Huyx(x, A, 1) —i—g/ H,(x,v,t)dv=0,
0
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Hy(x, A, 1) + (u(x, A, H)H(x, 2,1)) =0,
where the prime is omitted and H (x, A, 1) = @, (x, A, 1) > 0.
Solutions of the simple wave type are sought in the form
u=U(a(x,1),2), H=Pax,1),21),
where «(x, t) is a function of two variables. The functions U («, A), P («, A) have to
satisfy the equations
1

(u(a, ) — ug (o, 1) + g/ Po(a, p)dp =0,

0
(u(er, 1) — k) Po(et, 1) + P(a, Mug(er, 1) =0,
where k = —a; /o,. The existence of simple waves, their properties and extensions

for other systems of integro-differential equations were studied in [17, 68-70].

2.2.2 Methods of Moments

The method of moments for finding symmetries of integro-differential equations is
based on the idea to use an infinite system of partial differential equations which is
equivalent to the original integro-differential system of equations. The general idea
of consideration such a system goes back to the pioneering paper [48] where the
Boltzmann equation was studied by using the power moments defined on a solution
of the Boltzmann equation.

The moment method for obtaining symmetries consists of the following steps.
A finite subsystem of N moment equations is chosen. Applying the classical group
analysis method developed for partial differential equations to the chosen subsys-
tem, one finds the admitted Lie group (algebra) of this subsystem. Expanding the
subsystem and letting N — oo, the intersection of all calculated Lie groups is car-
ried out. The final step consists of returning the obtained symmetries for the moment
representation to the symmetries of the original integro-differential equations.

The first application of this method was done in [64] for the system of the
Vlasov—Maxwell collisionless plasma equations.

It is worth to notice that among the indirect methods of studying symmetries of
IDEs, the method of moments is the most universal ones, despite of the substantial
restrictions of its applications.

Let us demonstrate this approach by the simple model Kac equation (2.2.1). The
power moments for this model are defined as:

Mn:/v"fdv, veR'  (=0,1,..)).

Multiplying (2.2.1) with v" and integrating it with respect to v, one obtains on the
left hand side the expression

aMn 8ZWnJr]
ot + ax
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This expression represents two terms which are typical for the moment system of
a kinetic equation. For integration of the right hand side one can use the following
integral identity for the collision integral (2.2.2):

o]

I(v"):/dvv"](f,f)

7

where v/ = vcosf + wsinf and w’ = wcosf — vsind. Integrating the moment
system for the Kac equation (2.2.1) is obtained

g@" +w'" —v" —w"]f () f(w)dvdwdo,

N =
\:1

]

(2.2.53)

-1
oM, M, 41 n
Btn 3;+ _AnMOMn ZmZ_le,nmemMn,m (n:()’ 1"”)’
(2.2.54)
where

T
Ay = / g(0)[cos* 6 +sin?* 6 — 1 — 80146,

-7

s

A2k+1=fg(9)[cos2’<+19—1]d9 k=0,1,...),
—TT

T
1
Hypem = EC,]: / g(®)[cos™ Osin" ™" O + (—1)" sin 6 cos" " 0]d6.
—7T

It is seen that for any N the last equation of the N-order system contains the
moment My1. Hence each truncated subsystem is unclosed. However this does
not impede one to find a symmetry.

Applying the classical group analysis method to this system, and solving the
determining equations, one obtains that the admitted generator is

XO =k X1 + ko Xo + k3 VY + ke Y + pr(0)dm, + (q1(1, %) — xp’(£)) w5,
where
X1=8, X>=0,,
Y = xdy + M0y, +2Mady, + 3M3dus, (2.2.55)
Y =18, — Modas, — 2M1 9y, — 3Madys, — 4M3 ;.
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The part of system (2.2.54) including the fourth moment M4 consists of the equa-
tions

oMy n oM, —0
at ax
oM oM
3_1 + 8_2 — A\MoM, =0,
t X (2.2.56)
My | OMs _
dt ax
oMz  OMy
- + e AsMoM3 = (Hy 2 + Hy ) )M M.

Notice that: (a) system (2.2.56) contains (2.2.55) as a subsystem; (b) the set of
derivatives for splitting the determining equations of system (2.2.56) contains the set
of derivatives for splitting the determining equations of system (2.2.55). Because of

these two properties, the generator admitted by system (2.2.56) can be obtained by
(3)

expanding the operator X5 on the space of the variables ¢, x, My, My, M, M3 and
My:
XD =k X1 + ko Xa + ks ¥y +ka¥ (> + p(t, Ma)ow,
+ (g2 — xP2t3t)3M3 + §8M4,

where py = pa(t, My), g2 = qo(t, x, Mg) and ¢ = (t, x, My, M2, M3, My). Apply-
ing this operator to system (2.2.56) one obtains that

p2=0, ¢2=0
and
¢ = (4k3 — Ska)My + q3(2).
This means that the admitted generator of system (2.2.56) is
X9 =k X1 + ko Xa +ka¥s? +ka¥ (Y + g3,
where
v =¥ 4 aMyou,
=x0y + M0y, +2M20pm, +3M30p; +4M40py,,
v =v® - sMyon,
=10y — Modm, — 2M19p, — 3M20pm, — 4M30m, — SM4dp, .
During calculations the following condition was used
Hio+ Hy 1 #0.

One can check that if Hy > + H> 1 =0, then the operator X @ s also admitted by
system (2.2.56).

Proceeding by this way, one obtains that the only generator which is admitted by
all finite subsystems of (2.2.54) is

X=ki1X1+kXy+k3Ys+kqYy,
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where

o o0
Y3=x0y+ ) kMidy,, Ya=10 — Y (k+ )Moy,
k=1 k=0
The operator X is more convenient to rewrite in the form
X=kiX1+kX)+k3X3+ kqsXy,

where

o0
X3=1Yy4, X4=Y3+Y4=x8x+t8,—ZMk8Mk.
k=0
Let us define corresponding generators in the space of the original variables

(t,x,v, f).

Consider the generator

o
X3 =13 — Z(k + 1) My 3y, .
k=0
It is necessary to obtain the corresponding group of transformations in an explicit
form. Solving the Lie equations one has

f=te®, x=x, Mp=Me *D* (x=01,2,..). (2257

It is logical to assume that the variables v and f are also scaled in the space of the
variables ¢, x, v, f:

b=ve¥, f=fel.

Using this change, the transformed function and the transformed moments are de-
termined by the formulae

f@,x,0) = f(e @, x, ve %P,

o0 o0
My = / ok £ () dv = P f ok f(ve @) dv 2.2.58)
—0oQ —0Q
o
_ Bt / o f(0) dv = Mye H+Dea
—00

Thus, comparing with (2.2.57), one gets
Bta=—-1, a=-1.
This gives the generator
X3 =10; — v0y.

Similar to the previous generator one obtains for the generator

o0
Xq=xd, +10, — Y _ Mydy,
k=0
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that
f=te*, X=xe¢*, My=Me ™ (*k=0,1,2,...). (2.2.59)

Comparing this with (2.2.58), one finds
B+a=—-1, a=0.

This gives the generator
X4 =x0,+13 — foy.

Therefore, the Kac equation (2.2.1) admits the Lie group with the generators:’
X1=0, Xp=0y, X3=10;—v03, X4=x0y+10 — foy.

Starting with [64] (see also [65]) the moment method was applied to Vlasov-
type equations such as different modifications of the Benney equation [41], where a
transition to a moment system is natural. In order to use the classical group analysis
method it is necessary that each finite subsystem of a moment system contains a
finite number of moments. Taking into account this property one can mention the
papers [12, 13] where the moment method was used for the group analysis of the
Bhatnagar—Gross—Krook (BGK) kinetic equation of rarefied gas dynamics. In the
simplest model case this equation takes the form

of | of

5t =vo— 1. (2.2.60)

Here as in (2.2.1), the distribution functionis f = f(¢,v,x),t € R!, v, x € R!. The
local Maxwellian distribution

h=n(zzz) oo 5]
0=" 2T P 2T

is defined through the moments of an unknown solution

=/dvf, V:l/dvvf, Tzlfdv(v—V)zf.
n n

Equations similar to the BGK-equation with the so-called relaxation collision
integral are also considered in the kinetic theory of molecular gases (the Landau—
Teller equation [45]), in the plasma physics, etc. For these equations, a finite sub-
system for power moments contains a finite set of moments. However, in the
general case of dissipative kinetic equations such as the Boltzmann equation, the
Smolukhovsky equation and others this property is exceptional. For example, the
Boltzmann equation only has this property for Maxwellian-type molecular interac-
tion. As noted, this case of the Boltzmann equation can be modeled by the Kac
equation. The application of the group analysis method to the moment system cor-
responding to the Kac equation has been demonstrated above. For arbitrary inter-
molecular potentials, each moment equation contains an infinite number of mo-
ments. For this reason, in the general case the difficulty of constructing an admitted

TThis Lie group coincides with the group obtained by using the scaling conjecture (compare with
(2.2.51)).
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Lie group for such a system is equally difficult as the direct integration of the mo-
ment system as a whole.

Other difficulties related with finding an admitted Lie group of transformations
using moment equations consist of some problems of inverse transition from a Lie
group of transformations for the moment system to the corresponding Lie group of
the original equation. In all known cases [12, 13, 41, 64] one deals with the Lie group
of scaling transformations similar to the example for the Kac equation considered
above. The scaling transformations are naturally carried out on the original variables
v, f. However, for more complicated transformations such a transition may be not
as easy.

It is clear that the form of a moment system and its Lie group depend on a
moment representation. As an example for the Boltzmann equation with Maxwell
molecules (also for the Kac model (2.2.1)) an alternative to the power moments can
be presented by the Fourier coefficients of the expansion of the distribution function
in Hermitian polynomials. In general there are no results on relations between these
possible approaches.

Moreover, as a rule there are no rigorous proofs of equivalence between an orig-
inal kinetic equation and the corresponding moment system. In some cases the Lie
group obtained by the moment method coincides with the Lie group calculated by
the regular method [29] applied to the original equations. For example, this hap-
pens for the 4-parameter Lie group derived for the moment system of the Vlasov
equation [64] and for the Vlasov equation [30]. The 11-parameter Lie group of the
Boltzmann equation with arbitrary power potential found in [12, 13] and the Lie
group calculated directly from the equation [28] also coincide. At the same time as
shown in [37], the finite Lie group calculated in [41] using the moment method for
the Benney equation is not complete. Since the Benney equation possesses [44] an
infinite set of conservation laws, one can expect that the finite dimension of the de-
rived Lie algebra contradicts the infinite set of conservation laws. This inconsistency
was considered in detail in [37] (see also Chap. 4).

These remarks show that in finding symmetries of IDEs, the relatively universal
moment method cannot be a valuable alternative to the regular method which is
constructed as a generalization of the classical Lie method for differential equations.

2.2.3 Methods Using a Transition to Equivalent Differential
Equations

The idea of these approaches is quite obvious. However, its realization in each case
has very individual features. Therefore the survey of these approaches is restricted
here by several examples. In spite of this restriction any of the chosen examples
illustrates a technique which is used at least in two papers.

Vlasov-Type Equations as First-Order Partial Differential Equations There
exists the possibility of a direct application of the classical group analysis (see
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Chap. 1) for finding invariant solutions of the Vlasov-type kinetic equations. The
idea of this application is related with the following.

It is well-known [20] that the Lie group admitted by the first-order quasilinear
partial differential equation

ur +a;(x, u)uy, =b(x,u) (2.2.61)

coincides with the Lie group admitted by the characteristic system of ordinary dif-
ferential equations of the quasilinear equation (2.2.61)
d—uzb(x,u), ﬂzai(x,u) (i=1,2,...,n).
dt dt
Here x = (x1, x2, ..., x,).
Having this in minds let us separately consider the Vlasov kinetic equation (2.2.8)
which can be rewritten in the form

af .of of
Sy LY Ly, 22.62
or Yox T ax ( )

where f = f(¢t,x,x), F = F(t,x), and X = v. Here the self-consistency of the
force F given by the Maxwell system (2.2.9) is temporarily neglected. Following
[1] one makes the transition from the characteristic system of (2.2.62)

dr _dx _di

2.2.63
1 X F ( )
to the equivalent second-order ordinary differential equation
o2 Ft.x)=0
=— —F(t,x)=0.
dt?

According to the remark given above, it is clear that this equation admits the same
Lie group as (2.2.62) and (2.2.63). In notations of Chap. 1 the infinitesimal criterion
for the generator

X =&, x)0; +n(t, x)0x,
to be admitted by the equation @ =0 is
X0)Plo=0= (D + NPy + £1P; + 02P5)j9=0 =0. (2.2.64)

Here X (y) is the second prolongation of the infinitesimal generator X, and the coef-
ficients ¢1 and ¢ are defined by the prolongation formulae. Calculations give that
the determining equation (2.2.64) becomes

(nx —286)F —&EF —nFx +nu + ey — & — 36 F)x
+ (ax — 250037 — £ = 0.
Splitting this determining equation with respect to powers of x one finds
Exx =0, N —2&,=0,
2y — & — 365 F =0, (nx —2§)F —&§F, —nFy +ny =0.
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The general solution of the first two equations is [1]
§=xhi (1) +ho(1),  n=2x7h|(0) +xh3(0) + ha(o),

where h;(t) (i =1,2,3,4) are arbitrary functions. Using the standard technique of
constructing invariant solutions, for particular choices of the functions %;(¢) (i =
1,2, 3,4) the Vlasov equation (2.2.62) is reduced to the stationary Vlasov equation
in the new variables f ,x, V:
af of
Y155 +9028V =0,

where ¢1(x, V), ¢2(x, V) are some known functions. The last equation can be inte-
grated only in a few particular cases. Notice also that these obtained solutions have
to be consistent with the Maxwell system (2.2.9). A brief survey of these results
one can find in [1]. It is clear that the presented approach is effective just for similar
one-dimensional problems in plasma physics, gravitational astrophysics, etc., where
the Vlasov-type equation with three independent variables appeared.

Use of the Laplace Transform Successful applications of the Laplace and other
integral transforms for reducing integro-differential equations to differential ones
are restricted by some degenerated cases. As a rule these equations either possess a
high symmetry in the phase space or present exact solvable models [23].

As a first example let us consider the Fourier-image of the spatially homogeneous
and isotropic Boltzmann equation derived in [4]

1

or(x, )+ @x,t)p0,t) — / s, Hex(1—s),t)ds =0. (2.2.65)
0

One can notice that any solution of (2.2.65) possesses the property ¢ (0, ) = const.
This property corresponds to the mass conservation law of the Boltzmann equation.

The change xs = y reduces (2.2.65) to the equation with the convolution-type
integral:

X

x@i(x, 1) +x(x, )0, t)—/cp(y,t)so(x —-y,0)dy=0. (2.2.66)
0

In analysis of (2.2.66), one can assume that
00,1)=1. (2.2.67)

Then applying the Laplace transform

o0

u(z,t) = Lok, 0} = [e_”go(x, t)dx, (2.2.68)
0
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to (2.2.66) one comes to the partial differential equation®

u  du 5
—+ — =0. 2.2.69
0z0t + az o ( )

Since (2.2.69) is a partial differential equation, one can apply to this equation the
classical group analysis method. In fact, assuming that the infinitesimal generator
of the admitted Lie group is

X =13 +Ed, +ndy,
the determining equation of this Lie group is
(XP) 22,60 = (0" + 1" +2un) 5 5 60, = 0. (2.2.70)

Here the coefficients n*: and n"s are defined by the prolongation formulae

n"*=D,n—u;D,T —u,;D,E, 1" =Dn"* —uy;Dit —u,; DE.
The general solution of the determining equation (2.2.70) is

X=c1Y1 4+ Y2+ c3Y3 4+ cqYy,
where
Y1=0, Y=09, Y3=—z30,+ud,, Ysa=e' (=03 +udy).

Notice that the original equation (2.2.65) admits the Lie algebra with the basis
[281°

X1=0, Xp=x¢dy, X3=x0y, X4=¢0dy—10.

The well-known solution of (2.2.65) is the BKW-solution [4, 42]: ¢ = 6e” (1 — y),
where y = xe™'. This solution is an invariant solution of (2.2.65) under the Lie
group of transformation corresponding to the subalgebra!® {X| + X3}.

Let us study the symmetries of (2.2.69) which inherit the symmetries of (2.2.65)
and vice versa.

It is trivial to check that the transformations related with the generator X in the
space of the variables (x, ¢, ¢) are inherited in the space of the variables (z, t, u).

The transformations corresponding to the generator X, map functions as

G, 1) =eo(F,1).
Hence the Laplace transform (2.2.68) maps solutions of (2.2.65) as follows

ﬁ(z,t‘)=${¢(i,f)}=/e—ff¢(i,f)d;z=/e—(f—“>f<p(i,f)dx=u(z—a,f).
0 0

8This equation coincides with the equation obtained in [66] for the moment generating function of
power moments of the original distribution function.

9Complete calculations using the regular method are presented in the next section.

10This solution is usually considered as invariant solution with respect to transformations corre-
sponding to the subalgebra {X> — X3 + ¢~ 1 X} which is similar to {X; + X3}.



82 2 Group Analysis of Integro-Differential Equations

This means that the symmetry corresponding to the generator X, becomes the sym-
metry corresponding to the generator Y>.
Implementation of a similar procedure for the generator X3 gives

P(x, 1) =p(e "%, 1),
and the Laplace transform (2.2.68) maps solutions of (2.2.65) as follows

o0 o0
ﬁ(z,t‘)=${¢(x,f)}=/efff¢(f,f)d;z=fefzf<p(e*“x,f)dx
0 0
o0
=e“/e_eazefaigo(e_“i,t_)de_ai=e“u(e“2,t_).
0

This relates the symmetry corresponding to the generator X3 and the symmetry
corresponding to the generator Y3.

The heritage property fails for the generator X4 = ¢d, — 19;, where the transfor-
mations are

P(x, 1) =ep(x, 1),
and the Laplace transforms of the functions .Z(¢) and £ (¢) are related by the
formula

o0
i(z, 1) = ZL{g(, 1)} = / e U G(x, 1) dx
0
o0
=e“/e—5*¢(;z,e“z‘)dfc=e“u(z,e“f).
0

Thus the symmetry related to the generator X4 = @d, — t9; in the space of the
variables (z, f, u) becomes the symmetry corresponding to the generator
YS = —ta, + uau.

The last generator is not admitted by (2.2.69). It is explained by the restriction
pressed by the condition (2.2.67): if ¢(0,1) = 1, then ¢(0,7) = ¢%(0, e%t) =
e’ #1.

Let us analyze symmetry of the generator Yy = e'(—09;, + ud,) admitted by
(2.2.69). The transformations corresponding to this generator are

t=t—1In(l+ae), a=(+ae)u.

These transformations map a function u(z, t) into the function

u(z, 1) = _u Z,t_—lnl—ae’_ .
D= (eIl —aeh)

The corresponding relations of the originals are

~(% Ty — -z ot
o(x, 1) = l_aet_(p(x,t In(1 — ae")). (2.2.71)
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These transformations of the function ¢(x, ¢) define the generator
Xs=e'(—9; + ©dy).
Considering (2.2.71) at X = 0, one gets

9(0,1) =

7 !
- aet_(p(O,t In(1 — ae")).
Because of the mass conservation law ¢ (0, ) = const the operator X5 is not admit-
ted by (2.2.65).
One notices that differences of the Lie group admitted by (2.2.65) and the Lie
group admitted by (2.2.69) come from the assumption (2.2.67). In fact, the direct
application of the Laplace transformation to (2.2.66) leads it to the equation

S S (2.2.72)
Z

where k = ¢(0,¢). Recall that according to the mass conservation mass law
(0, t) = const. Because the functions u(z, t) and ¢(x, t) are related by the Laplace
transform, one can conclude that k = .2~ {u(z, 1)}(0, ). Hence (2.2.72) is also a
nonlocal equation and one cannot apply the classical group analysis method to this
equation. This also explains the appearance of the new transformations.

Another way of applying the Laplace transform to (2.2.65) was proposed in [8].
Using the assumption (2.2.67) and the substitution y = e~*'x, the equation (2.2.66)
is reduced to the equation

y
—Ayz—dz(yy) + yo(y) — / p(w)p(y —w)dw =0, (2.2.73)
0

where A is constant. The Laplace transform u(z) = Z{¢(y)} leads (2.2.73) into the
second-order ordinary differential equation

rzu” + Qh+ D' +u?=0. (2.2.74)

Considering A = 1/6, and exploiting the substitution v(p) = p~2 — p~3u(p~!), the
equation (2.2.74) was reduced in [8] to the equation defining the Weierstrass elliptic
function [72]:

v = 60, (2.2.75)

In the simplest case of choice of the invariants of the Weierstrass function g = g3 =
0 one has v(p) = (p — po)~2, where po > 1 is constant. Returning to the original
variables, one gets the solution

9(y) = (1 —y/po)e’/P.

This is the Fourier image of the known BKW-solution of the Boltzmann equation
[6]. However, the transition to the differential equation (2.2.74) does not allow one
to describe explicitly the class of invariant BKW-solutions in whole (compare with
corresponding example in the next section).
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Let us proceed here with application of the classical group analysis method to
(2.2.74). For arbitrary X this equation admits the generator
Zoy= —20; + udy,.
Additional admitted generators occur for A satisfying the equation
OGL—-1DEBAL+2)2A+3)(L —6) =0.
These generators are
A=1/6:2Z1 =220, + (2 — 3uz)d,,
r=-=2/3:7Zr=4/70,,
r=—3/2:23=372*33, —uz"3b,,
A=6:Z4=2""93220. — (1 4+ 2uz)d,.

The presence of two admitted generators allows one to use Lie’s integration al-
gorithm:!'! using canonical coordinates this algorithm reduces finding solutions of a
second-order ordinary differential equation to quadratures. In fact, the use of canon-
ical variables gives the changes

A=1/6:u=z_l—z_3v, p=z_1,

r==2/3:u=v, p=4/7,

A=—3/2:u:zfl/3v, p=zl/3,
A:6:u:z_1—z_2/3v, p=z”6.

In all of these cases (2.2.74) is reduced to the only equation (2.2.75). Since (2.2.75)
is homogeneous, one can apply the substitution v’ = i(v). This substitution leads to
the equation

Wh=6v°.
Integrating this equation, one obtains
h? =40 4 ¢,
where ¢ is an arbitrary constant. Thus

V=yvavite (y =D,

and the function v(p) is found from the equation

dv
————=yp+ao.
Vav3 + ¢

In particular, for ¢; = 0 one has

v=(yp+c) 2

1See Chap. 1 for details.
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This determines a particular solution of (2.2.74) for the chosen X:

1 1
A:l/é.u:z—m,
=—2/3:u:;

(YvZ+e)?

1
A=—3/2:u=m,
1 1
A=6:u=

7 2By/0+ )t

The particular solutions of (2.2.65) are obtained by applying the inverse Laplace
transform to the found functions. It is worth to note that solutions for A < 0 has no
physical meaning for the original equation (2.2.65). The case A = 1/6 was studied
in [8]. In the case where A = 6 it is difficult to find inverse Laplace transform.

Other examples of applications of integral transforms to small dimensional mod-
els of the Boltzmann equation one can find in [23, 46].

The use of the Laplace transform in the studies of more real kinetic equations one
can find in the coagulation theory [71]. In fact, the Smolukhovsky kinetic equation
of homogeneous coagulation is of the form

af (t, [
fg ) = —/dmﬁ(v — v, v) f(t,v—v1) f(t, v1)
t 2
0
~ £ [dupw.on s (2.276)

The Cauchy problem for this equation is considered with the following initial data

£Q0,v) = fo(v).
Application of the Laplace transform F (z) = .Z{ f (v)} to (2.2.76) with the coagula-
tion kernel 8 (v, v1) = b(v+ v;) gives one the first-order partial differential equation

dF(z, 0F(t,
( z)+ ( 2)
ot

b ((F(t,z) F(t,0)———= + MF(t,Z)) =

where
o
M:/dvvf(t, v) = const

is the total mass of coagulating particles. The obtained equation can be integrated
in an explicit form. However, the inverse Laplace transform of the derived solution
is only possible for a few initial functions fy(v). More substantial results of a direct
group analysis of (2.2.76) are presented in Chap. 3.
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Use of a Moment Generating Function This approach has a very restricted set
of applications and just used in a few works which are devoted to invariant solutions
of the spatially homogeneous and isotropic Boltzmann equation with isotropic scat-
tering model [43, 54, 66]. The original interest of the study in [43] was the system
of normalized power moments for the formulated case of the Boltzmann equation.
As shown in [9] this system can be easily derived by the substitution of the Taylor
expansion

o]

pan=Y" (_nx) M (1)

!
n=0

into (2.2.65). Such obtained system takes the form

am,
dt

1 n
+ My =g oMM, (n=0,1,2,..).  (22.77)
k=0
The moment generating function is introduced as follows

GE. =) E"My().

n=0
Multiplying (2.2.77) by £" and summing over all n, one finds

n

BG o0 n
2 LiG= MM, _;.
or T §n+1]§ K=k

Noting that

oo n
GP=) &Y MMy,

n=0 k=0

the last equation can be transformed to the next differential equation

32(EG)  9(EG
(E ) + (S ) — G2. (2.2.78)
0t9& o0&
The change of variables
E=@e+D7!,  EG=ui0
leads (2.2.78) into
P o 2= (2.2.79)
—+—+u"=0. 2.
dzdt 0z

This equation coincides with (2.2.69), but the variables z, # in (2.2.79) and in
(2.2.69) have a different origin.

Using further transformations of (2.2.79) and very complicated calculations, the
invariant BKW-solution was also derived in [43]. Notice that in this approach the
inverse transition to the distribution function is related with large difficulties.
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In [66] the equation (2.2.79) was studied by the classical group analysis method
as done above for (2.2.69). The same admitted Lie algebra with the basis of the
generators {Y1, ..., Y4} was obtained there. It is natural that the discrepancy between
this Lie algebra and the admitted Lie algebra of the original equation was also noted.
Studying this discrepancy, the authors showed that the class of the BKW-solutions
is the only one which satisfies the mass conservation law My(¢) =1 (¢(0,1) = 1).
Recall that for (2.2.79) this law corresponds to the condition

u(z=o00,t)=0.

It was also proposed in [66] to make use of other obtained there classes of invariant
solutions of (2.2.79) to the spatially homogeneous and isotropic Boltzmann equation
with some source term. In this case (2.2.79) has a nonzero function ¥ (z, t) in the
right hand side and the determining equations impose conditions on the function
Y(z,1).

Some years later the described above approach was directly applied in [54] to
the spatially homogeneous and isotropic Boltzmann equation with a source term.
Instead of nonautonomous equation (2.2.79) the slightly different equation

3u ou 2

@“FMO(I)&“FM =0
was considered. This allowed the author to weaken the conditions imposed on the
source function comparing with [66].

Some Other Technique In the framework of this subsection it is also worth to
mention two more approaches which could pretend to be universal. Since they are
based on very specific mathematical techniques, they are not widespread.

The method developed in [18] consists in reducing the original integro-
differential equation to a system of boundary differential equations. As an example
of such a transition one can consider the simple one-dimensional Gammershtein
integral equation

b
u(x) =/K(x,s,u(s)) ds, (2.2.80)

where the kernel K (x, s, u) is a given function and x € [a, b]. The equivalent system
of boundary differential equations is introduced as follows

vs(x,s) = K(x,s,u(s)), v(x,a) =0,
u(x) =v(x,b).

The new dependent variable v is nonlocal because it depends on all values of a
solution u(x) on the interval [a, b]. For this reason one calls the derived system as
a covering of (2.2.80).

In the more interesting case of the Smolukhovsky equation (2.2.76) which is
considered in [18] the corresponding covering takes the form
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Uy, (U, V1, t) - “v(va U1, t) = ﬂ(va vl)f(tv U)f([, vl)v
u(v,v1,t) =—u(vy, v, t),
wy, (v, vy, 1) =B, v) f(t,v), w,0,t)=0.

Using homomorphisms of the intervals of the independent variables variation, the
constructed covering is formally rewritten as another differential system. For this
system a very complex generalization of the classical group analysis in the geomet-
rical interpretation was developed. Its explanation here would be very long and it is
omitted. One can only remark that there are many coverings for the same integro-
differential equation. Because of that one can obtain different results using this ap-
proach.

More technically simple method of reducing integro-differential equations to dif-
ferential ones was suggested in [28, 29]. In this method one uses Weil’s fractional
integrals and derivatives. The v-order (v > 0) integral is defined as

1 o0
W FW = s / dy(y =" f (),

where I"(x) is the Euler gamma-function. Correspondingly, «-order Weil’s deriva-
tive is

dn

dxn’

For example, one can consider the spatially homogeneous and isotropic Boltzmann
equation with asymptotic collision integral [29]

Wef()=E"W " f(x), n—l<a<n, E"=(-1)"

1
xo‘ft(x,t)+f(x,t)—/f(sx,t)f((l—s)x,t)ds:O.
0

Reducing it to the equation with the convolution-type integral and using the Laplace
transform as was done for (2.2.65), one obtains

fdxe—” (Y f(x)) = F(z,1) — F*(z,1) = 0.
0

In terms of Weil’s derivatives one can rewrite the last equation in the form
W F, — F(z,1) — F*(z,1) = 0.

Since some properties of fractional Weil’s derivatives are analogical to the prop-
erties of usual derivatives, this representation can ease the search for the admitted
dilation group.'> Because for arbitrary « the operator W is nonlocal, for other
transformations one needs a corresponding generalization of the classical group

128ee also [11].
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analysis scheme. A variant of such generalization with another definition of frac-
tional derivatives was announced in [26].

In conclusion one can summarize that all methods of reducing integro-differential
equations to differential equations are confronted with the same difficulties. Among
them: the lack of universality, the complexity of direct and inverse transformations,
the possible violation of homomorphism of admitted groups and others.

2.3 A Regular Method for Calculating Symmetries of Equations
with Nonlocal Operators

The survey presented in the previous section gives a sufficiently complete idea about
methods for finding invariant solutions of integro-differential equations. However it
is worth to note that none of these methods allows one to be sure that a derived Lie
group is the widest Lie group admitted by considered equations. There exists the
only way to derive such result: it is necessary to develop a method for construct-
ing determining equations defining a Lie group admitted by the studied integro-
differential equations. Then the completeness of an obtained Lie group will be a
corollary fact of the uniqueness of the general solution of the determining equa-
tions.

In this section a regular direct method of a complete group analysis of equations
with nonlocal operators will be presented. In applications of group analysis to these
equations it is necessary to pass the same successive stages as for differential equa-
tions. The central conception of an admitted Lie group of equations with nonlocal
terms will be defined as a Lie group satisfying determining equations. In contrast to
partial differential equations the property of an admitted Lie group to map any solu-
tion into a solution of the same equations will be not required, although the method
developed for constructing the determining equations uses this property. In practice
the algorithm for obtaining determining equations becomes no more difficult than
for partial differential equations. The main difficulty consists of solving the deter-
mining equations because they also contain some nonlocal operators. As for partial
differential equations splitting the determining equations helps to obtain their gen-
eral solution. The splitting method can be based, for example, on the existence of
the solution of a Cauchy problem. The realization of the splitting method depends
on properties of a Cauchy problem of studied nonlocal equations. In the next section
we demonstrate two different approaches.

As a rule considered equations or systems along nonlocal operators also include
operators or equations with partial derivatives. Hence, the definition of an admitted
Lie group for equations with nonlocal terms has to be consistent with the definition
of an admitted Lie group of partial differential equations.

Since the definition of an admitted Lie group given for partial differential equa-
tions cannot be applied to equations with nonlocal terms, before giving a definition
the concept of an admitted Lie group requires further discussion. This discussion
assists in establishing a definition of an admitted Lie group for equations with non-
local terms.
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2.3.1 Admitted Lie Group of Partial Differential Equations

One of the definitions of a Lie group admitted by a system of partial differential
equations () is based on a knowledge of the solutions:'3 a Lie group is admitted by
the system (S) if any solution of this system is mapped into a solution of the same
system. Two other definitions are based on the geometrical approach: equations are
considered as manifolds. One of these definitions deals with the manifold defined by
the system (). Another definition works with the extended frame of the system (S):
system (S) and all its prolongations.'# Notice that the definitions based on the ge-
ometrical approach have the following inadequacy. There are equations which have
no solutions, however they have an admitted (in this meaning) Lie group. Although
the geometrical approach has the advantage that it is simple in applications.

Here it should be also mentioned that different approaches have been developed
for finite-difference equations. Review of these approaches can be found in [22] and
in references therein.

The classical geometrical definition of an admitted Lie group deals with invariant
manifolds: the group is admitted by the system of equations

S St,u,p)=0 (2.3.1)

if the manifold defined by these equations is invariant with respect to this group. All
functions are assumed enough times continuously differentiable, for example, of the
class C*°. The manifold

(8) ={(x,u, p) | S(x,u, p) =0},
defined by (2.3.1), is considered in the space J' of the variables
X = (X1, X2, 0y Xn), u= (", u?, ... u™), p:(pt{;) (G=1,2,....m; |a| <.
Here and below the following notations are used:
pl =D/, D%=D}'D5*.. D,
a=(a1,02,...,0), loe|=a1+or+---+a,
o, i =(01,000, ..., 01,0 + 1,041, ...,0),

where D; is the operator of the total differentiation with respect to x; (j =
1,2,...,n).
Any local Lie group of point transformations

Y= flousa), @ =9l (x,u;a), (23.2)

3Definitions of an admitted Lie group of partial differential equations are discussed in [47],
Chap. 6, Sect. 1, [55], Sect. 2.6, [35], Sect. 1.3, [36] (see also Chap. 1), Sect. 9.2, [62], [49],
Sect. 6.1 and references therein.

14 According to the Cartan—Kihler theorem, after a finite number of prolongations the system (S)
becomes either involutive or incompatible. Therefore, from the theory of compatibility point of
view, there is no necessity for infinite prolongations of the system (S).
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is defined by the transformations of the independent and dependent variables'> with
the generator

X =& (e.u)dy, + 1) (v, ),

where

i

£ (x,u) = af (,u;0),  ni(x,u)= %(x,u;O).

da

Here a is the group parameter.

Lie groups admitted in the sense of the geometrical approach have the property
to transform any solution of the system of equations (.5) into a solution of the same
system. This property can be taken as a definition of the admitted Lie group of
partial differential equations (S).

Definition 2.3.1 A Lie group (2.3.2) is admitted by system (S) if it maps any solu-
tion of (S) into a solution of the same system.

This definition supposes that the system (S) has at least one solution.

Recall that the determining equations for the admitted group are obtained as fol-
lows. Let a function u = u,(x) be given. Substituting it into the first part of trans-
formation (2.3.2) and using the inverse function theorem one finds

x=g"(x,a). (2.3.3)
The transformed function u, (x) is given by the formula
ug () = f*(g"(x,a), uo(g* (%, a)); a).

The transformed derivatives are pg (¥, a) = ¢l (x, uo(x), p(x); a), where p(x)
are derivatives of the function u,(x), x is defined by (2.3.3), and the functions
@4 (x,u, p; a) are defined by the prolongation formulae. The prolongation formulae
are obtained by requiring the tangent conditions

dul — pldx; =0, dp] - p] dxc =0, (2.3.4)
to be invariant. For example, for the first order derivatives
did — pldix = (@l + @ pi) — P (f3, + [ pi))dxe =0

or

®—-—PF=0,
where @, F and P are matrices with the entries

Ol =g +¢ Pt Fi=fL+fip. P =pl
(s, k=1,2,...,n; j=1,2,...,m).

I5For the sake of simplicity only a Lie group of point transformations is discussed. For tangent
transformations the study is similar.
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Since the matrix F is invertible in a neighborhood of @ = 0, one has
P=oF L

For higher order derivatives the prolongation formulae are obtained recurrently.
Let the function u,(x) be a solution of a system (S). Because of the given def-

inition any transformation of the admitted Lie group transforms any solution to a

solution of the same system, the function u, (x) is also a solution of the system (S):

S(%,a) = S(%, uq (%), pl(x,a)) =0.

In the last equations, instead of the independent variables x, a one can consider the
independent variables x, a:

S(x,a) = S(f*(x, u(x): @), a).

Differentiating the functions S(x, a) or S(X, a) with respect to the group parameter
a and setting a = 0, one obtains the determining equations

(%f@(x,a))(x,m = (XS)(x, o (x), p(x)) =0 (2.3.5)

or
(%5(2, a))()E, 0) = (XS)(x, up(x), p(x)) =0. (2.3.6)

The operator X is the canonical Lie-Biicklund operator [34]
X =78, + D8 ;
equivalent to the generator X. Here
i =0l (x,u) — €P (x, 1) p}.

Since the function u,(x) is a solution of the system (S), the solutions of the
determining equations (2.3.5) and (2.3.6) coincide.

For solving the determining equations one needs to know arbitrary elements. In
the geometrical definitions the arbitrary elements are coordinates of the manifolds.
In the case of the determining equations (2.3.5) or (2.3.6) for establishing the arbi-
trary elements one can use, for example, a knowledge of the existence of a solution
of the Cauchy problem.

From one point of view the last definition (related to a solution) is more difficult
for applications than the geometrical definitions. Although, from another point of
view, this definition allows the construction of the determining equations for more

general objects than differential equations: integro-differential equations, functional
differential equations or even for more general type of equations.

2.3.2 The Approach for Equations with Nonlocal Operators

Let us consider an abstract system of integro-differential equations:

P (x,u)=0. 2.3.7)
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Here as above u is the vector of the dependent variables, x is the vector of the
independent variables. Assume that a one-parameter Lie group G!(X) of transfor-
mations

¥=f"(x,usa), u=f"(x,u;a) (2.3.8)
with the generator
X =0/ (x,u)dy; + & (x, u)dy,,

transforms a solution ug(x) of (2.3.7) into the solution u, (x) of the same equations.
The transformed function u, (x) is

uq(x) = f*(x,u(x); a),

where x = ¥ (x; a) is substituted into this expression. The function ¢*(x; a) is
found from the relation X = f* (x, u(x); a) using the inverse function theorem. Dif-
ferentiating the equations @ (x, u,(x)) with respect to the group parameter a and
considering the result for the value a = 0, one obtains the equations

(icb(x, ua(x))> =0. (2.3.9)
da la=0

For integro-differential equations one needs to have an existence of the inverse
function defined on some interval. Because of the localness of the inverse function
theorem this is one of the obstacles for applying to integro-differential equations the
definition of an admitted Lie group based on a solution. However, notice that (2.3.9)
coincide with the equations

(XD)(x, up(x)) =0 (2.3.10)

obtained by the action of the canonical Lie-Bicklund operator X, which is equiva-
lent to the generator X:

X=1/d,,

where 7/ = n/ (x,u) — £ (x, u) p] . The actions of the derivatives d,; and  ; are
considered in terms of the Frechet derivatives. Equations (2.3.10) can be constrﬁcted
without requiring the property that the Lie group should transform a solution into a
solution. This allows the following definition of an admitted Lie group.

Definition 2.3.2 A one-parameter Lie group G' of transformations (2.3.8) is a sym-
metry group admitted by (2.3.7) if G! satisfies (2.3.10) for any solution ugp(x) of
(2.3.7). Equations (2.3.10) are called the determining equations.

Remark 2.3.1 For a system of differential equations (without integral terms) the
determining equations (2.3.10) coincide with the determining equations (2.3.6).
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The way of obtaining determining equations for integro-differential equations
is similar (and not more difficult) to the way used for differential equations. No-
tice also that the determining equations of integro-differential equations are integro-
differential.

The advantage of the given definition of an admitted Lie group is that it provides
a constructive method for obtaining the admitted group. Another advantage of this
definition is the possibility to apply it for seeking Lie—Bicklund transformations, '
conditional symmetries and other types of symmetries for integro-differential equa-
tions.

The main difficulty in obtaining an admitted Lie group consists of solving the
determining equations. There are some methods for simplifying determining equa-
tions. As for partial differential equations the main method for simplification is their
splitting. It should be noted that, contrary to differential equations, the splitting of
integro-differential equations depends on the studied equations. Since the determin-
ing equations (2.3.10) have to be satisfied for any solution of the original equations
(2.3.7), the arbitrariness of the solution ug(x) plays a key role in the process of
solving the determining equations. The important circumstance in this process is
the knowledge of the properties of solutions of the original equations. For example,
one of these properties is the theorem of the existence of a solution of the Cauchy
problem.

Along splitting determining equations there are some other ways to simplify
them. For example, for the Vlasov-type or Benney kinetic equations a specific ap-
proach was proposed in [40]. The principal feature of this approach consists of treat-
ing equally the local and nonlocal variables in determining equations. It allows one
to separate these equations in “local” and “nonlocal” parts. For solving local part
of the determining equations the classical group analysis method is applied. As the
result one gets a group generator which defines so-called intermediate symmetry. In
the final step using the information adopted from intermediate symmetry the non-
local determining equations are solved by special authors’ procedure of variational
differentiation (see Chap. 4 for details).

Remark 2.3.2 A geometrical approach for constructing an admitted Lie group for
integro-differential equations is applied in [18, 19].

2.4 Illustrative Examples

This section deals with two examples which illustrate the method developed in the
previous section. In the first example the method is applied to the Fourier-image of
the spatially homogeneous isotropic kinetic Boltzmann equation. This is an integro-
differential equation which contains some nonlinear integral operator with respect
to a so-called inner variable. The complete solution of the determining equation is

16There are some trivial examples of such applications for integro-differential equations.
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given [28] by constructing necessary conditions for the coefficients of the admit-
ted generator. These conditions are obtained by using a particular class of solutions
of the original integro-differential equation. It is worth to note that the particular
class of solutions allowed us to find the general solution of the determining equa-
tion.

Another example considered in this section is an application of the developed
method to the equations describing one-dimensional motion of a viscoelastic con-
tinuum. The corresponding system of equations includes a linear Volterra integral
equation of the second type. The method of solving the determining equations in
this case differs from the previous example. The arbitrariness of the initial data in
the Cauchy problem allows one to split the determining equations. Solving the split
equations which are partial differential equations, one finds the general solution of
the determining equations.

2.4.1 The Fourier-Image of the Spatially Homogeneous Isotropic
Boltzmann Equation

In the case of the spatially homogeneous and isotropic Boltzmann equation corre-
sponding distribution function f (v, t) depends only on modulus of a molecular ve-
locity v and time ¢. The Fourier-image of the spatially homogeneous and isotropic
Boltzmann equation was derived in [4]. The considered equation is (2.2.65):

1
P =g (x,t)+ox,t)p0,1) — / s, Hex(1—s),t)ds=0. (2.4.1)

0

Here p(x,1) = gZ(k2 /2, 1), and the Fourier transform ¢ (k, t) of the distribution func-
tion f(v,t) is defined as
4 oo
Gk, 1) = 7” / vsinkv) £ (v, 1) dv.
0

Further the existence of a solution of the Cauchy problem of (2.4.1) with the initial
data

@(x,10) = @o(x) (2.4.2)

is used.!”
By virtue of the initial conditions (2.4.2) and the equation (2.4.1), one can find
the derivatives of the function ¢ (x, t) at time ¢ = fg:

17gee, for example, [9].
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1

@1 (x,10) = —po(0)po(x) +/ po(sx)po((1 —s)x)ds,

0
1

@xr (X, 10) = —0(0) gy (x) + 2/s<p6(sx)<po((1 —s)x)ds,
0 (2.4.3)

1
@i (x,10) = —@3 (0)po(x) — 3¢(0) / wo(sx)po((1 —s)x)ds
0

11

+ 2/ f @0 ((1 — $)x)9o(ss'x)o(s(1 — s)x)po((1 — s)x)dsds’.

0 0

2.4.1.1 Admitted Lie Group

The generator of the admitted Lie group is sought in the form

X:%‘(}C,[, (p)ax +?7(.X,t, @)at +§(X,l7(ﬂ)a<p~

The determining equation for (2.4.1) is

Dy (x, 1) + (0, D (x, 1) + ¥ (x,1)e0, 1)
1

—2/g0(x(1 — §)s, OV (xs, 1) ds =0, (2.4.4)
0

where ¢ (x, t) is an arbitrary solution of (2.4.1), Dy is the total derivative with respect
to ¢, and the function ¥ (x, t) is

w(xs t) = C(.X, Z, QO(.X, t)) - é(x’ Z, (P(x’ t))(px(-xvt) - n(xs z, (P(x’ t))(pl(-xvt)~

In the determining equation (2.4.4) the derivatives ¢;, ¢y; and ¢;; are defined by
formulae (2.4.3).

The method of solving the determining equation (2.4.4) consists of in studying
the properties of the functions &(x, t, ), n(x,t, ¢) and ¢ (x, ¢, ¢). These properties
are obtained by sequentially considering the determining equation on a particular
class of solutions of (2.4.1). This class of solutions is defined by the initial condi-
tions

@o(x) = bx" (2.4.5)

at the given (arbitrary) time ¢ = typ. Here n is a positive integer. The determining
equation is considered for any arbitrary initial time .

During solving the determining equation we use the following properties. Multi-
plying any solution of (2.4.1) by ¢**, one maps it into a solution of the same equation
(2.4.1). Taking into account the S-function [39]
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1

Bom+1,n+1) / m(1—sy'd mint
m ,n = S — f§f=—
(m+n+1)!
0
one uses the notations
(n!)? (2n)'n!
n = Q}’l = n o~ 1<y
2n 4+ 1)! Bn 4+ 1)!
Notice that
1
2Pn+1 - Pni
n+1
and
. . . Oy
lim P, =0, lim Q,=0, Ilim — =0.
n—o00 n—00 n—oo P,

Assume that the coefficients of the infinitesimal generator X are represented by
the formal Taylor series with respect to ¢:

Ex, o)=Y aqix,0¢,

>0
N, @)=Y nx0¢, o)=Y plx,0g.
>0 >0

Equation (2.4.4) is studied by setting n =0, 1,2, ..., and varying the parame-
ter b.
If n = 0, then the determining equation (2.4.4) becomes

1
(e, 1)+ bEO,1)+ L (x, 1) — Zb/ Z(xs,t)ds =0.
0

From this equation one obtains
0 a :
pPo Di+1 _ _
?—07 9t (-x’t)+pl(xat)+pl(07t) 2/pl(xs’t)ds_0 (246)
0
(¢=0,1,...).

Here and below g:, é and 7 are the coefficients of the operator X evaluated for the
initial data (2.4.5).
If n > 1in (2.4.5) one finds that

@r(x,10) = Pub?x?", @ (x, t0) = nbx""1,
O (x,10) = Qnb’x",  @re(x, 10) =2n P, 0" x> 71,

The determining equation (2.4.4) becomes



98 2 Group Analysis of Integro-Differential Equations
1
L+b <—nx"1§t +x"2(0,1) — 2x" /(1 — )" (xs, 1) ds>
0

_|_b2< — Pux?" iy 4 Pux®Cy — 2nPyx®"1E — 5,1€(0, 1)

1

+ 2nx21 /(1 —s)”s”_lé(xs,t)ds>
0
1

+b < — nan2’171§¢ — Qx4 2P, " /(1 — $)"s¥H(xs, 1) ds)
0
—b*(P2x™i,) = 0. (2.4.7)
Using the arbitrariness of the value b, the equation (2.4.7) can be split into a
series of equations by equating to zero the coefficients of b* (k =0, 1,...) in the
left-hand side of (2.4.7).
For k = 0 the corresponding coefficient in the left-hand side of (2.4.7) vanishes
because of the first equation of (2.4.6).
For k = 1, the equation (2.4.7) yields:

1
x<—p0(x, 1)+ 2/(1 — (1 =) po(xs,t) ds) - nw =0.
; t
By virtue of arbitrariness of n, one finds
dqo(x, 1)
po(x,t) =0, = 0.
These relations provide that Z(O, t)=0.
For k =2 one obtains the equation
1
x < —pi(x, 1) = p1(0,1) + 2/(1 — (1 =9)"s")p1(xs,t)ds
0
(e D)) D e
ot ot
1
+2n /(1 —$)"s" go(xs, 1)ds =0.
0
Consecutively dividing by n, P, and letting n — 0o, one obtains
pi(x,t) =co +cix, WZO’ qo(x, 1) =cox, %:—co,

where ¢y, c1, ¢y are arbitrary constants.
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For k = 3, one has
1
¥ <—p2(x, 1) — p2(0,1) + 2/(1 — (1 —5)"s™)pa(xs, 1) ds
0

ory(x,1)

1
_ P"—at + 2P, pa(x, 1) +2Pn/(1 —5)"s¥ro(xs, 1) ds — Qnro(x,t))
0

1

d ,t

+ x" (—n% —2nPyq1(x,t) +2n/(1 —s)"szn_lql(xs, t)ds)
0

—nPyq1(x,t)=0.

Similar to the previous case (k = 2) one finds

0qa(x, 1)
qix.n =0, “EZ=0. pacein) =0,
0 t
%Z()v rO(x,t):—C()f‘f‘c&

where c3 is an arbitrary constant.
Fork=4+4+ o (¢ =0,1,...), the equation (2.4.7) yields

xn+] 8p0t+4(x’t) _
ot

1
2/(1 —5)"sC pa gy (xs, 1) ds
0

3r2+0{(-xa [)

S (et D Prgs1(x, 1)

+ B+ a)Pupsta(x,t) — Py

1
+2P, f (1 —s)"'sCFO (x5, 1) ds — Qurat1(x, t))
0

0 t
+nx" (_q(x%(x) — 2P, qo4+2(x, 1)

1
+2 / (1—s)"s@Im=lg, o (xs, r)ds)
0

—n(o +2)Pyqu42(x,1) =0.
From this equation one obtains
Pa43(x,1) =0, goq2(x,1) =0, roq1(x,1)=0 (¢=0,1,...).
Thus, from the above equations, one finds

E=cx, n=c3—cot, ¢=(c1x+cogp (2.4.8)
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with the arbitrary constants cg, c1, ¢2, ¢3. Formulae (2.4.8) are the necessary con-
ditions for the coefficients of the generator X to satisfy the determining equa-
tion (2.4.4). One can directly check that they also satisfy the determining equation
(2.4.4). Thus, the calculations provide the unique solution of the determining equa-
tion (2.4.4).

Because of the uniqueness of the obtained solution of the determining equation
(2.4.4) one finds a constructive proof of the next statement.

Theorem 2.4.1 The four-dimensional Lie algebra L4 = {X1, X2, X3, X4} spanned
by the generators

X1=0, Xo=x¢dy, X3=x0r, X4=¢0,—10 (2.4.9)
defines the complete Lie group G* admitted by (2.4.1).

2.4.1.2 Invariant Solutions

For constructing an invariant solution one has to choose a subalgebra. Since any sub-
algebra is equivalent to one of the representatives of an optimal system of admitted
subalgebras, it is sufficient to study invariant solutions corresponding to the optimal
system of subalgebras. Choosing a subalgebra from the optimal system of subalge-
bras, finding invariants of the subalgebra, and assuming dependence between these
invariants, one obtains the representation of an invariant solution. Substituting this
representation into (2.4.1) one gets the reduced equations: for the invariant solu-
tions the original equation is reduced to the equation for a function with a single
independent variable.

The optimal system of one-dimensional subalgebras of L* consists of the subal-
gebras

X1, Xa+cX3, Xo — X1, Xa£Xo, X1+ X3, (2.4.10)

where c is an arbitrary constant. The corresponding representations of the invariant
solutions are the following.

The invariants of the subalgebra {X} are ¢ and x. Hence, an invariant solution
has the representation ¢ = g(x), where the function g has to satisfy the equation

1

g(x)g(0) — /g(xs)g(x(l —5))ds =0. (2.4.11)
0

The Maxwell solution ¢ = pe’* is an invariant solution with respect to this subal-
gebra. Let a solution of (2.4.11) be represented through the formal series g(x) =
> j=0ajx’. For the coefficients of the formal series one obtains

- kZ PEZD iy k=2.3
aO( (k+1)') (k+ 1)! v 4ja—j (k=2,3,..).
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Noticing that the value ap = 0 leads to the trivial case g = 0, so that one has to as-
sume ag # 0. Because (2.4.11) admits scaling of the function g, one can set ag = 1.
Since the multiplication by the function ¢** transforms any solution of (2.4.11)
into another solution, one also can set a; = 0. Hence, all other coefficients vanish,
aj=0(j=2,3,...). Thus, the general solution of (2.4.11) is g = e**. This means
the uniqueness of the absolute Maxwell distribution as was mentioned in the above
section.

In the case of the subalgebra {X4 + cX3} the representation of an invariant solu-
tionis ¢ =t~ !g(y), where y = x¢¢, and the function g has to satisfy the equation

1
cyg' () — g +g(»)g0) —/g(yS)g(y(l —s8)ds=0. (24.12)
0

Assuming that a solution is represented through the formal series g(y) = j=04j yi,
one obtains the equations for the coefficients

k. .
1k — j)!
ao=0, (¢ — 1)a; =0, (ck—l)akzzj( /) ajar_; (k=2.3..).
j

— (k+D)!

The case where ck # 1 for all k (k =1,2,...) leads to the trivial solution g =0
of (2.4.12). If ¢ = «~! where « is integer, then ay =0 (k=1,2,...,a — 1), the
coefficient a, is arbitrary, and for other coefficients ax (k=«a + 1, +2,...) one
obtains the recurrence formula

-1 jik = J)!
(@ 'k = Dag 2:(k+n,¢ihf

The representation of an invariant solution of the subalgebra {X, — X} is ¢ =
*g(x), where the function g satisfies the equation

1

—Xg(X)+g(X)g(0)—/g(XS)g(X(l —5))ds =0.
0

If one assumes that a solution can be represented through the formal series g(x) =
> j=0d jx7/, the first two terms of the series, obtained after substitution, are

ap=0, a(6+a))=0.

The case a; = 0 leads to the trivial solution g = 0. If a; # 0, then the other coeffi-
cients are defined by the recurrent formula

6 k- !
('~ g et ST Gy e k=R,
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An invariant solution of the subalgebra { X + X3} has the form ¢ = g(y), where
y = xe~". The function g has to satisfy the equation

1
—y8'(y) +8(»g(0) — /g(yS)g(y(l —s))ds =0. (2.4.13)
0

The solution of this equation g = 6e”(1 — y) is known as the BKW-solution [3,
42).'8 This solution was obtained by assuming that the series g(y) = e” > =04 v/

can be terminated. In fact, substituting the function g(y) = e’ ) j=04 jyj into
(2.4.13) for the coefficients a; one obtains the equations

ap+a; =0, 2(a—6)az=a1(6+ar), 6(ap—06)az=ax(12+ay),

2 1 2
(ao(l - *k+ 1)) - k) Ak = ag—1 (1 + mal) + k(kz——l)ak_zaz

(2.4.14)

One can check that the choice a9 = 6, a; = —6, and a; =0 (k =2, 3, ...) satisfies
(2.4.14).

A representation of an invariant solution of the subalgebra {X4 £+ X5} is ¢ =
t~(E9) g(x), where the function g has to satisfy the equation

1
I+ x)gx) —gx)g0) + / gxs)g(x(1 —s))ds =0.
0

2.4.2 Equations of One-Dimensional Viscoelastic Continuum
Motion

One of models describing the one-dimensional motion of a viscoelastic continuum
is based on the equations [60]

t
VU =0y, € =VUy, O +/K(t,r)a(x,r)dt =gp(e), (2.4.15)
0

where the time ¢ and the distance x are the independent variables, the stress o,
the velocity v, and the strain e are the dependent variables. The Volterra integral
equation in the system (2.4.15) describes a dependence of the stress o on the strain e,

18This solution is usually considered as invariant solution with respect to the subalgebra {X, —
X3 + ¢~1 X} which is similar to {X + X3}.



2.4 Ilustrative Examples 103

K (¢, 7) is a kernel of heredity, ¢(e) is a known function. It is assumed that K # 0

and ¢’(e) # 0.
Let the infinitesimal generator of a Lie group admitted by (2.4.15) be

X=0%+8"0,+¢%0, +E%0, +£'0

with the coefficients depending on (¢, x, v, ¢, o). The determining equations are

t
g'ce —F—/K(r,r)f?(x,r)dr =0, (2.4.17)
0 1(S)

where
EE ==& _éj‘teta E?) =§v — &y _gtvt» Z.E:é.a — &0, _Etat
with the functions e(x, 1), v(x,t), o(x,?) satisfying (2.4.15) substituted in them.

The complete set of solutions of the determining equations is sought under the as-
sumption that there exists a solution of the Cauchy problem'®

e(xp,1) =ep(t), v(Xo, 1) =Vo(t), 0(xp,1) =0,(t)

with arbitrary sufficiently smooth functions eg(t), v, (), 0, (t).
Derivatives of the functions e(x,?), v(x,t), o (x,t) at the point x = x, can be

found from (2.4.15):
81 82

/ /
0t =0,, Ox =V,, Uy =¢; = —, ex:?’ (2.4.18)

/

Ut =19,,

where
t t
gi=o0,+K(, 1), + / K (t,T)o,(t)dT, g2=v,+ / K(t,T)v,(7)dT.
0 0
Substituting the derivatives vy, o7, 0y, Uy, €;, €, into the determining equations
(2.4.16), considered at the point x,,, one obtains
V, (80 =m0 = &7 + & — meg1) + (W) (—1w + &6) + g2(=E7 + one) + V), 825
tegop e =l Fopn a1 (&) = &) oy =800, — & — Eegr) =0,
V(88 — 8+ x +E081) + (V) N6 + 82(—E50, — £ — &) + V)82 (—Ey + 1)
+ 4500+ 8 = 8 8108 = Mooy =1 = &)+ &+ g1(=ne +6)) =0.

These equations can be split with respect to vy, v}, v, + fot K(t,7)v,(r)dr. In fact,
setting the function v, (¢) such that
(t— to)n+1

V() =ay +ax(t —1,) +613W (n>1),

19These conditions are boundary conditions, rather than initial conditions.
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one finds at the time t =1¢,:
vo(ty) = ay, v:;(to) =az,
to

v (o) + / K (1o, )V, (r)dT

0

to 12
=a2<1+/K(t(,,r)dt) +a3/K(t(,,r)(r—t0)"dr.

0 0

Since the set of the functions (¢ — #,)" (n > 0) is complete in the space L,(0, t,],
and 7, is such that K (¢,, t) # 0, there exists n for which fot" K(t,, t)(t —t,)"dt #

0. Hence, for the given values v,(t,), v, (%), fé” K (t,, T)v,(7)dt one can solve
(2.4.19) with respect to the coefficients ai, a>, az. This means that the values
Vo, Uy Ul + fot K (t, T)v) (1) dt are arbitrary and one can split the determining equa-
tions with respect to them. Splitting the determining equations, one finds

&v=%8=6=0, ny=n.=n,=0, ;::_Sts
éx—’?t=§g—§5v geU:Ov ff—é';:—nx,
(& + 10, + ¢ = 8] = 8126 + &),

Co0,+ 8 — & =810 +¢) — & — &)
Equations (2.4.21) also can be split with respect to

(2.4.19)

(2.4.20)

(2.4.21)

to
0o(to), U(;(to)» e(ty), U(;(to) + K (1o, 15)0,(t5) + / K (15, T)os(T)dr.
0
In fact, let

0,(7) = ay + ax(t — 1,) + (ty — T)* (@391 (7) + asa (7).
If the determinant
to to
A= / K (tp, T)(to — T)* Y1 (1)dT / K:(to, T)(to — T)* Y2 (1) dT

0 0
Iy Io

| [ K0t~ P | | [ Kttt - P ucorar
0 0
is equal to zero for all functions V1, ¥, € L2[0, ,], then by virtue of K(¢,7) # 0
one obtains that there exists a function f(¢) such that
K,(t,t)=f@®)K(t, 7). (2.4.22)

The general solution of this equation in some neighborhood of the point # = #, has
the form

K(t,7)=h()g(1), (2.4.23)
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where f(t) = h'(¢)/h(t). The kernels of the typezo (2.4.23) are excluded from the
study, because for these kernels system of equations (2.4.15) is reduced to a system
of differential equations. Thus, for nondegenerate kernels, (2.4.21) can be split with
respect to the considered values:

§;+77x=0, é-tv_é-;:O,Zfl—i—g‘g:(), é‘((;:o,
tf =00 =0,  mAi)—& - =0.

For the case z = —o0 one also obtains (2.4.24).
Integrating (2.4.20), (2.4.24), one finds

(2.4.24)

E=t(cix+c)+ C3x2 + csx + cq, n=x(c3t +cq)+ c1t2 + c7t + cg,
¢V =—e(c1x +c2) —o(c3t +c4) —vQ2cit +2¢3x +¢5 — €9) + Ay,
{7 =—0Q@cit +c3x +¢7—c9) —2v(c1x +¢2) + Ay,
¢ =—e(cit +3c3x +2¢c5 — ¢7 — c9) — 2v(c3t + c4) + Ay
(2.4.25)
Here ¢; (i =1,2,...,9) are arbitrary constants, and A(x, ¢) is an arbitrary function
of two arguments.

For studying the remaining determining equations (2.4.17) it is convenient to

write
2o =07 +2v& = —0Bet + c3x + ¢7 — ¢9) + Ay,
? ' " (2.4.26)
71 =% +2un, = —e(cit +3c3x +2¢5 — €7 — €9) + Axx.

Substituting (2.4.18) into (2.4.17) and evaluating some integrals by parts, one
obtains

t

¢'z1 -2 —/K(t,f)zo(f)df + 200 (& — @) + v (0K (£,0) (5 () — £(0))

0
t

+/vo(f) (E(1) —§(@)K: (1, 1) +&(T)K (1, 7)) dT — K(1,0)n(0)0,(0)

0
t

- / 0o(T) (K (t,T)n(x) + K:(t, t)n(t) + K¢, v)n:(v)) dt =0. (2.4.27)
0

Because of the arbitrariness of the function v, (¢), from the last equation one finds

K(t,0)(&@) —£(0) =0, (2.4.28)
& —¢'ne=0, (2.4.29)
EW —-E@))K(t, ) +&(@T)K(t, ) =0, (2.4.30)

20They are called degenerate kernels.
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t
¢'21— 20 — / K(t,7)z0(v)dt — K (2, 0)n(0)0,(0)
0

t

- f 00 (D) (K- (. TIN(T) + Ko 1. (1)
0
+K(t, 1)ne(0)) de =0, 2.431)

Substituting (2.4.25) into (2.4.29) and splitting them with respect to x, one obtains

c1=0, c¢3=0, (2.4.32)
cr=¢ cy. (2.4.33)
Equations (2.4.28)—(2.4.31) become

caK (t,0) =0, (2.4.34)
a((t—1)K:(t, 1)+ K(t,7)) =0, (2.4.35)
@' (Axx +e€o(c7 +c9 —2¢5)) + €700 — At

K(t, T)hu (1) dT — cop(eo) — cgK (1, 0)0,(0)

0o(T)(cax + 77 +c8) K (2, T)

t
0
t
0
+ (c4x + 7t +c8)K (¢, T)dt =0. (2.4.36)
If there exist functions v;(t) = (¢t — t)"™ (i = 1, 2) such that the determinant

t

t
A= /za(t, T, X)Y1(T)T(t — 7)dt / K@, t)t(t — 0)ya(r)dr
0 0
t t
| [atcomere - o || [ ke owe-on@a
0 0
is not equal to zero, then choosing the function o,(7) one can obtain contradictory
relations. Hence, A1 = O for all functions v; (7). Here z3(¢, T, x) = (c4x + ¢77 +
c3) Ky + (cax + c7t + c3) K. Because K (t, t) # 0 and the system of the functions
(t — ©)" is complete in L;[0, t], there exists a function fj(z, x) such that

z3(t, T, x) = f1(t,x)K(¢, 7). (2.4.37)

Substituting (2.4.37) into (2.4.36), using (2.4.16), and splitting with respect to o, (0),
0,(t) and e, (t), one obtains
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1+ f1i=0, (2.4.38)
K (t,0) =0, (2.4.39)
§0/ ()"xx +eo(c7+c9 — 2C5)) +@(c7 —c9) — A
t
- / K(t,t)Ay(r)dt =0. (2.4.40)
0

Splitting (2.4.37) with respect to x, and because of (2.4.38), one finds

ca(K; + K;) =0, (2.4.41)
(c7t +c8)Ky + (c71 + cg) Ky = —c7K. (2.4.42)

Regarding (2.4.34), (2.4.35) and (2.4.41), one obtains
¢4 =0. (2.4.43)

If ¢ + ¢} # 0, then from (2.4.39), (2.4.42), one finds that cg =0 and K =
(i)~ 'R(z /t). The kernels of this type are excluded from the study, because they
have a singularity at the time ¢ = 0. Hence,

¢7=0, ¢g=0, (2.4.44)

and the group classification of (2.4.15), (2.4.16) is reduced to the study of (2.4.40).
From (2.4.40) it follows that the kernel of the admitted Lie groups is given by the
generators

X1 =0y, Xp=0y. (2.4.45)

Extensions of the kernel (2.4.45) are obtained for specific functions ¢(e).
If ¢’ # 0, then the classifying equations are

¢’ (c10 + e(cg — 2¢s5)) — cop = c11, (2.4.46)
t
)"tl + / K(t, T))\.” (T) dt = Cl11, (2447)
0

where c1o, c11 are arbitrary constants. Hence, the extension of the kernel of admitted
Lie groups occurs for the following cases:

(a) If ¢ =« + BlIn(a + ce), then the additional generator is
Y1 =—cx /205 +cv/20, + (a + ce)o, + Bcu(t)dy.

b fo=a(a+ ce) + y (B # 1), then system of equations (2.4.15) admits the
generator

Yo=(B—Dexdx + (B + Devdy +2(ce +a)de +2Bc(o — y (1)) s
(c) If o =a +exp(ye) (y #0), then there is the additional generator
Y3=yxdy +yvdy + 2y (0 —au(t))ds +20,.
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(d) If the function ¢(e) is linear ¢ = Ee + E|, then along with the generators
X1, X7 system (2.4.15), (2.4.16) also admits the generators

Yy =00y + 005 +€0e, Yy =2Axt0y + Ay105 + AxxOe.

Here «, B, y, a, ¢ are constant, the function w(¢) is an arbitrary solution of the
equation

t

wu(t) + / K@, tu(r)dr =1,
0
and the function A(x, t) is a solution of the equation

'
EXlxx = At +/K(f, A (T)dT.
0

Remark 2.4.1 This approach was also used for other models of elasticity in [57,
63].
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Chapter 3
The Boltzmann Kinetic Equation and Various

Models

This chapter deals with applications of the group analysis method to the full Boltz-
mann kinetic equation and some similar equations. Calculations of the 11-parameter
Lie group G!! admitted by the full Boltzmann equation with arbitrary intermolecu-
lar potential and its extensions for power potentials are presented. The found isomor-
phism of these Lie groups with the Lie groups admitted by the ideal gas dynamics
Euler equations allowed one to obtain an optimal system of admitted subalgebras
and to classify all invariant solutions of the full Boltzmann equation. For equations
similar to the full Boltzmann equation complete admitted Lie groups are derived
by solving determining equations. The corresponding optimal systems of admitted
subalgebras are directly calculated and representations of all invariant solutions are
obtained in explicit forms.

3.1 Studies of Invariant Solutions of the Boltzmann Equation

The Boltzmann kinetic equation is a basis of the classical kinetic theory of rar-
efied gases and had served as the standard in developing of other statistical kinetic
theories. Starting with its appearance in the papers of D. Maxwell [30] and L. Boltz-
mann [8], the mathematical theory of this equation was studied by many researchers.
A particular interest in the study of the Boltzmann equation was always related with
searching for exact (invariant) solutions directly associated with the fundamental
properties of the equation. After the studies of the class of the local Maxwellians
[8, 11, 30] new classes of invariant solutions were constructed in 1960s in [32-34].
The decade later the BKW-solution was almost simultaneously derived in [1] and
in [28]. Contrary to the Maxwellians, the Boltzmann collision integral is not zero for
this solution. The discovery of the BKW-solution stimulated a great splash of stud-
ies of invariant solutions of different kinetic equations. However, the progress of that
time was really restricted to obtaining BKW-type solutions for different simplified
models of the Boltzmann equation.!

ISee the review [15].
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The positive consequence of these years consisted in the comprehension that
further progress of the studies is only possible with successive use of the group
analysis method. The first steps in this direction were done in [9, 10]. Applying the
moment method the admitted Lie group G!! (see the next section) was originally
calculated in these papers for the model Bhatnagar—Gross—Krook kinetic equation
with a simple relaxational collision integral. Then it was directly verified that the
found infinitesimals are also admitted by the full Boltzmann equation. Using the
“scaling conjecture” method, the authors [17] derived the admitted Lie group G'!
immediately for the full Boltzmann equation. Extensions of G!! for special inter-
molecular potentials were also obtained. As a result an approach for applying the
group analysis method to integro-differential equations was proposed [17, 18]. In
particular, the methods of constructing and solving determining equations for an
admitted Lie group were worked out (see Chap. 2). Using the proposed method, the
admitted Lie groups for some kinetic equations with a small number of independent
variables were obtained in [19, 20, 22]. The uniqueness of the general solution of
determining equations allows one to consider these results as constructive proofs of
the completeness of the obtained Lie groups. In papers [4, 7] a Lie algebra L1 (X)
was announced as a complete Lie group admitted by the full Boltzmann equation.
But calculations were practically carried out by ad hoc approach, which was equiv-
alent to “scaling conjecture”. Only in the recent publication [5] a proof of L'! com-
pleteness was really derived by solving the corresponding determining equations.
A group classification of solutions of the full Boltzmann equation invariant with
respect to the Lie group G'! and its extensions was carried out in [23]. This clas-
sification allows one to separate the set of invariant solutions into non-intersecting
essentially different classes. The representations of the invariant solutions for differ-
ent classes and some reductions of the full Boltzmann equation to factor-equations
were obtained.

3.2 Introduction to the Boltzmann Equation

The Boltzmann kinetic equation allows one to consider rarefied gas flows on a
molecular level. These flows are realized in the wide range of scales from astrophys-
ical up to microscopical: the so-called “jets” and turbulent “piles” in deep space,
flows around satellites and spaceships during their landing in atmospheres of plan-
ets, flows in vacuum chemical reactors, as well as flows of aerosols of micron scales
in ecology problems, flows in micro electrical machine systems, scattering of ultra-
sound waves to name only a few.

The Boltzmann equation is an integro-differential equation that describes the evo-
lution of rarefied gas in terms of a molecular distribution function. The distribution
function in general case

f=Ff&v,1), R} xR} x Rt — RY, (3.2.1)

depends on seven independent variables and gives the probability distribution of
molecules in the phase space, more precisely

f&x, v, 1)dxdv (3.2.2)



3.2 Introduction to the Boltzmann Equation 115

gives the expected number of molecules in the element volume dxdv centered at
the phase space point (X, v), at time ¢.
Without external forces, the Boltzmann equation for a monatomic gas can be
written as
af

E—i—v-vxfzj(f,f), x,veR3. (3.2.3)

The term J (f, f) is the so-called collision operator which is defined by the formula

I P v,r>=//B(|v—vu,e)[f(x,v’,nf(x,vi,t)
]R3 S2
— f(x,v, 1) f(x,vy,t)]dndvy,

where v' and v} are the velocities after a collision of two particles that had velocities
v and v; before the collision. The deflection angle 6 is the angle between v — vy and
v/ — vj. Velocities in the collision satisfy the microscopic momentum and energy
conservation laws,

V4V =v+v, V124 VP = V2 + 1) (3.2.4)

The postcollision velocities can be obtained by solving algebraic equations (3.2.4)
and are parameterized by

1 1
V/=§(V+V1+|V—V1|n), V/1=§(V+V1—|V—V1|n),
where n is a unit vector varying on the sphere

$?={meR3 |n=1}.
The scattering function B has the form
B(lv—v1],0) =|v—vi|lo(J]v—v1],cos(d)) 3.2.5)

where cos(6) = % The function o : RT x [—1, 1] = R is the differential
cross-section and 6 is the scattering angle. The scattering function B characterizes
the details of the binary interactions, and depends on the physical properties of gas.
Some types of collision scattering function frequently considered in the Boltzmann
equation are the following.

For inverse power intermolecular potentials U (r) ~ r~=D (v > 2) the scatter-

ing function acquires the form
-5
B(V=vil.0) = b, (cos@)lv—vil’. y=-—T ©>2. (26)
]) —_—

where b, (cos(0)) is a known function.
The special case y = 0 corresponds to the Maxwell molecules with
B(lv —v1[,0) = bo(cos(9)). (3.2.7)

The collision scattering function B(|v — vq|, 6) here does not depend on the relative
velocity |v — vp|.
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The other particular case is a hard spheres model for y = 1

2

d
B(IV—V1|,9)=Z|V—V1|, (3.2.8)

where d denotes the diameter of the particles.
The Boltzmann collision operator has the following fundamental properties of
the conservation of mass, momentum, and energy:

/ o(f, f)dv=0, (3.2.9)

R’%

/vQ(f, fdv=0, (3.2.10)
R3
/ IVI2Q(f, f)dv =0, (3.2.11)
R3

which are directly related with its symmetries.

3.3 Group Analysis of the Full Boltzmann Equation

In this section using the “scaling conjecture” the calculations of the Lie algebras
admitted by full Boltzmann equation and its Fourier transform are presented. The
isomorphisms of Lie groups (algebras) admitted by the full Boltzmann equation and
Euler gas dynamics (EGD)-system is set up. The proven isomorphism allows one to
apply the optimal systems of subalgebras already obtained for the EGD-system [14,
16, 36] for classifications of invariant solutions of the full Boltzmann equation. The
representations of essentially different H-solutions of the spatially inhomogeneous
Boltzmann equation with one and two independent invariant variables are derived
in explicit form.

3.3.1 Admitted Lie Algebras

The full Boltzmann equation (3.2.3) is rewritten as follows

of | of _
SEve = UL )) (33.1)

where the collision integral is

I f) = f dwdnB (g, g)[f(v*)f(w*) — FWDFW,
8 (3.3.2)
V*:E(V+W+gn)’ W*IE(V‘FW—gn), g=V—W, g=|g|7 |n|=1
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Let us assume that the admitted Lie group G(7,) of point transformations 7, of
the Boltzmann equation (3.3.1) has the form?

f=Art.%a)f, t=t1(,Xa), x=h(Xa), v=A( X a)V+b({ X a),
(3.3.3)

where a is the group parameter, A(7, X; a) is a 3 x 3 matrix such that for any vector
v and any unit vector n the following property is satisfied

|Av| ™! (Av,n) = |v| "1 (v, n). (3.34)
This property is satisfied if and only if the matrix A has the form
A=qG,

where G (7, X; a) is an orthogonal matrix and ¢ (7, X; @) > 0 is a scalar function.
The functions (3.3.3) have necessarily to satisfy the main group superposition
property
TpTy = Tavtp, (3.3.5)
and the identity property for the group parameter a = 0:
Mt,%,00=1, ©(,x;0)=1, h( x0) =X,
_ _ (3.3.6)
A@,x;00=1, b(#,x;0)=0

Transformations (3.3.3) map a function f (¢, X, v) into the function
f@,x,Vv;a) =1, X;a) f(t(1,X;a),h(T,X; a), q(,X; a)G (T, X; a)V
+b(,X;a)). (3.3.7)

Using (3.3.7), one can check that the nonlinear collision integral has the scaling
property:
2

A
I D= S5, (33.8)

Substituting the derivatives of the function f(7, X, V; a):

af o dq 0Gij . b
___f¥+ ft +fx, a7 +fv, Gl] ]+61 +_— ,

ar ar a7
af faxH far ny 8h,-+f 8qG_+ aGij_+abi
Az = = T i\ —=Gijv; v; ,
0%k 0%k Yoz axe  TU\ox U 1 oxy T 0xx
into the equation
af _af z oz
L — = J(f, ),
a7 U"axk f. 0N

2The text follows [17], see also Chap. 2.
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and using the property that

I )= —f+ k%

f(a)L-FUk M)—l—kf,( ot L)

at a 0xy qvt3
dhi dh;

+)\fx,( -+ kax qy+3(6]G,,U,+b))

Y 8b+_8b+ dq =99\
i 5
i o \ar " %ar, )Y

9Gy , ; 9Gi
= 0.
i ( TE ok >v]>

By virtue of the arbitrariness of the function f(z, X, v) the last equation’ can be split
with respect to its derivatives:

oA A it ot A

—4+0vi—=0, —+Vj—=—7—7=,
or " ox; ot ox; T g3
oh;

O = Gijbj+b
Y ng_j—m(q ijvj +bi),

i b (bg g\ (9B 0Gy
—_— Vi v; Vi =
or T Ui%x, T\ ar T ) Ot e\ 7 T )Y

(i =1,2.3).

Since the functions A, 7, h;, g, G;; and b; do not depend on v, the equations (3.3.9)
can be once again split with respect to v

one obtains

oA IA ob;
A T T
Xk
3.3.10
obi _ 3(qGiy) 9(Gi)) e
— t———= O, —F= =V,
0x; ot 0X
Br_ A ot _0 (33.11)
af_qy+3’ 8)2‘/_ ) o
oh; A oh; A
Lo Ty, L= (3.3.12)
ot q)/+3 8)(]' qy+2
G, j,k=1,2,3).

The general solution of (3.3.10) is
A=xa), bi=Qij@i;j+pi(a), qGij=—-1Q;j(a)+qij(a) (=1,2,3).
Since G is an orthogonal matrix, one obtains

q*8ik = i Qujt* — 1(qij Okj + Qijar) + qijqi; (i, k=1,2,3).

3The theory of existence and uniqueness of a local solution of the Boltzmann equation can be
found in [12, 13, 27].
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This also gives that the function ¢ has the form

g% = fi* + fil + fo. (33.13)
where
f2=20i,j0i,j, fi= —(?iaj Qi,j + Qi,jqi,j) (3.3.14)
fo=4i,jqi,;j (o=1,2,3).
Here is no summation with respect to i,.
Equations (3.3.12) become
oh;
W qy+3(Q1]xj + pi),
o N (3.3.15)
L - .
I = W(—fQik +qix) (G, k=1,2,3).
Equating the mixed derivatives %( afi-" )= ( Ohi ) one finds
2qQik=(y + 3) = (thk —qi) (G, k=1,2,3). (3.3.16)

Multiplying these equations by ¢, using (3.3.13), and splitting with respect to z, one
obtains

Ly +D0ik=0 (,k=1,2,3). (3.3.17)

If f> =0, then by virtue of the definition (3.3.14) one gets that Q;; =0 (i, k =
1,2, 3). Hence (3.3.17) separates the study in two cases: (a) Q;; =0, Vi, j; (b) there
exists i and j such that Q;; #0.

Assume that Q;x =0, Vi, j. Integrating (3.3.15), the transformations (3.3.3) be-
come

_ Ao

f=Axf, Z‘ZWZ‘-FTO,
L (3.3.18)
Xi=q—y+3(fpi+ijqz'j+sl'), vi =qijvj + pi-

Here A(a), to(a), pi(a), g(a), si(a) and g;;(a) are found from the property to com-
pose a Lie group: Ty is the identical transformation and the conditions (3.3.5) hold.
The Lie group corresponding to the transformations (3.3.18) is defined by the in-
finitesimal generators:
X1=0y, Xo0=0y, X3=0;, X4=10y + 0y, X5=103y + 0y, X¢ =10; + 0y,
X7=y0; — 20y + vy — w0y, Xg=20y —x0;+ wdy — Udy,
X9 =x0y —yoy +udy —vd,, Xi0=209, X11=13+x03+ydy+z09;— for,
X120 =10; —udy, —vdy —woy + (¥ +2) foy.

Here we used the individual notations for the space variables and velocities:

X =X1, y=Xx2, 7=X3, u=vip, UV =1V2, w = v3.
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The generators X1, X2, X3, X9 correspond to shifts with respect to the space
variables and time; the generators X4, X5, X¢ correspond to the Galilean trans-
formations; the generators X7, Xg, X9 correspond to rotations; the generator X
corresponds to a scaling transformation. One can check that the Lie group of
transformations G'! corresponding to the Lie algebra L;;(X) with the basis
{X1, X2, X3, ..., X11} is also admitted by the Boltzmann equation with an arbitrary
scattering function B.

Assuming that Q;, ;, # 0 for some i, and j,, one has y = —1. Solving (3.3.16)
with i =i, and j = j,, one finds ¢ = a(a)f + B(a), where a = 0i,j,- Equations
(3.3.16) give gij = —Q;;B/a. Integrating (3.3.15), one obtains

f=Af, t= (Qij%; + pi) + i,

e — +TO, D ———
a(at + B) (at + B) (3.3.19)
vi = (af + B)Qijv; +a(Qiix; + pi),

X =

where Q;; = aQ,-j, pi=ap; (i,j=1,2,3), and the matrix Q is an orthogonal
matrix. The Lie group corresponding to transformations (3.3.19) is defined by the
Lie algebra L13(X) with the basis of generators X1, X3, ..., X2 and

X13 =120, + 1X0 + (X — 1V)dy.

The generator X3 determines projective transformations.

The Lie algebra L11(X) with its extensions given by the generators X2, X3 de-
fines a particular group classification of the Boltzmann equation (3.3.1) with respect
to specifications of the scattering function B as a parameter element (in terminology
of [35]).

Remark 3.3.1 Since transformations (3.3.18) and (3.3.19) map a solution of the
Boltzmann equation into a solution, they attract attention of scientists independently
of forming a Lie group. Such type of transformations were also considered in [10].

Remark 3.3.2 In [9] the generator X, was presented with reference to
A.A. Nikol’skii (as a private communication). The relation between X3 and point
transformations of the Boltzmann equation for y = —1 found by Nikol’skii [33]
was pointed out in [10].

Similar approach can be applied to the Fourier representation of the full Boltz-
mann equation with a power intermolecular potential. This equation is written as
follows [25]

dp . %

or " ox;0w;

—C(y) / dwi dnd ()p(W/2 + W1)e(W/2 — W)

x (jwi — [win/2|7"*) — jwy — w270 t)(3.3.20)

Here

go(t,x,w):/dve*"wvf(t,x,v)
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is the Fourier transform of the distribution function f(t, x, v),

co) 27320 ((y +3)/2)
V)= )
I'(=y/2)
and I"(z) is the Euler gamma-function. The result of calculations is the admitted Lie
group G corresponding to the Lie algebra Lo(Z) with the basis generators

Z1 =0y, Zy =0y, Z3=10,,
Z4=y0; — 20y +v0y — woy, Z5=20x — X0; +wad, — Udy,
Ze=2x0y — yOy +udy —v0y, Z7=20;, Zg=10; + X3y + ydy + 29; — @3,
Zg=10; +udy, +vdy +wdy + (y — Ded,.

Remark 3.3.3 For a homogeneous case there are the additional generators
Z1o=u@dy, Z11=v9dp, Z12=wPdy.

Moreover, for the (pseudo) Maxwellian molecules in the homogeneous case there is
one more extension of the admitted Lie algebra

Zi3 = (u? +v? + wh)pd,.

Further a classification of all solutions invariant with respect to the Lie group
G'! of the Boltzmann equation (3.3.1) (shortly, H-solutions) is presented.

3.3.2 Isomorphism of Algebras

The classification separates the set of H-solutions into equivalent (similar) classes.
Any two H-solutions f; and f> are elements of the same equivalent class if there
exists a transformation 7, € G that f» = T, f1. Otherwise f], f> belong to different
classes and they are called essentially different H-solutions. A list of all essentially
different H-solutions (one representative from each class) composes an optimal sys-
tem of invariant solutions that defines the sought-for classification. An optimal sys-
tem of invariant solutions is related with an optimal system of subalgebras @ of
the Lie algebra L [35]. The general algorithms for constructing such systems are
known in the theory of group analysis.* Optimal systems for some kinetic equations
with a small number of independent variables were obtained in [9, 18, 20]. For a
low dimension of a Lie algebra L calculations of ® are sufficiently simple. The
higher the dimension of an algebra L, the greater the difficulty in the construction
of an optimal system. A realization of an optimal system of subalgebras for large
dimensional algebras such as L requires extremely long and tedious calculations.

4See also Chap. 1.
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For example, despite the fact that the group classification of the gas dynamics equa-
tions (EGD-system) was obtained in the 1970s [35], optimal systems of admitted
subalgebras were only calculated almost two decades later [14, 16, 36].

The Lie algebra L1(X) admitted by the Boltzmann equation (3.3.1) and its ex-
tensions L12(X) and L3(X) possess a remarkable feature that allows avoiding te-
dious calculations. The lucky fact for the full Boltzmann equation is that there is
an isomorphism of the Lie algebra L;(X) and the Lie algebra admitted by EGD-
system of equations with the general state equation [23]. There are also isomor-
phisms of the extensions of Li1(X) up to the Li2(X) and L3(X) for specified
intermolecular potentials and the Lie algebras studied in the gas dynamics for a
polytropic gas. The isomorphisms allow one to solve the problem of classification
of invariant H-solutions of the full Boltzmann equation by using optimal systems of
subalgebras known for the EGD-system of equations.

Theorem 3.3.1 The Lie algebra L11(X) admitted by the full Boltzmann equation is
isomorphic to the Lie algebra L11(Y) admitted by the EGD-system.

Proof The EGD-system is written as

dp dv
E—l—va:O, pE—l—Vp:O,
J (3.3.21)
p
— + A(p, p)Vv=0,
T + A(p, p)Vv

where p, p are the density and the pressure of a gas, V is the nabla operator, % =
% + vV. As above t € R}r, x=(x,y,2) € Ri, v=(u,v,w) € Ré, but the vector
v in (3.3.21) is the vector of gas macroscopic velocity. The function A(p, p) is
determined by the state equation of a gas.

For an arbitrary state equation system (3.3.21) admits the 11-dimensional Lie
algebra L11(Y) with the basis generators [35]:

Y1 =0y, Y2=0y, Y3=0;, Y4=10, +0,, Y5 =10y + 03y, Yo =10, + 0y,
Y7 =y0; — 20y +v0y —wdy, Yg§=120r —x0; +wady — udy,
Yo =x0y — yOx +udy —vd,, Yio=209;, Yi1=10;+x0x+ ydy+z0;.

Let Q(Y) = X be a linear transformation of Lj(Y) onto Lij(X), defined by
OYy) =Xy (k=1,2,...,11). Itis obvious that O conserves the commutators’

Ok, Y;D =100, Q(¥p] (j,k=1,2,...,11), (3.3.22)
where [A, B] = AB — BA. Hence, the Lie algebras L11(X) and L1;(Y) are isomor-
phic, and Q is an isomorphism. 0

It is known [35] that any construction of the optimal system of subalgebras of a
given Lie algebra is completely defined by the table of commutators of basis gen-

5See Appendix A.
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erators. From (3.3.22) it follows that the tables of commutators of both algebras
L11(X) and L11(Y) coincide. Hence, by virtue of the proven isomorphism of the
Lie algebras L11(X) and L11(Y), their optimal systems of subalgebras are also iso-
morphic. It is similar verified that the Lie algebra L>(X) is isomorphic to the Lie
algebra L12(Y).

Thus, the following statement is proven.

Corollary 3.3.1 For classifying and constructing essentially different H-solutions
of the Boltzmann equation (3.3.1) one can use the optimal system of subalgebras
constructed for the EGD-system (3.3.21).

Remark 3.3.4 If the function A(p, p) = kp (which corresponds to a polytropic
gas), then there is an extension of the admitted Lie algebra from L1 (Y) to the Lie
algebra L13(Y) with the following additional two basis generators:

Y12 =10 —udy —vdy — wdy +2009,, Y13 =009, + pd,.

The operator Y13 composes a center of the Lie algebra L13(Y) = L12(Y) @ {Y13}:
[Yi,Y13]=0(G =1,2,...,12). The optimal system of subalgebras of L1,(Y) is the
subset of an optimal system of subalgebras for the Lie algebra L13(Y) without Y;3.
The optimal system of subalgebras of L3(Y) was constructed in [16].

In the case of a monatomic gas k = (n + 2)/n (n is the dimension of a flow) the
EGD-system (3.3.21) admits one more generator:

Y14 =128 +1(xdy + 3y +29;)
4+ (x —tu)d, + (y —tv)dy
+ (z — tw)dy —ntpd, — (n +2)1pd,.

A relation between the generators X3 and Y14 was also noted in [6].

3.3.3 Invariant Solutions of the Full Boltzmann Equation

Further study is restricted to the Lie algebra Lj(X) admitted by the Boltzmann
equation (3.3.1) with an arbitrary scattering function B. An application of the opti-
mal system of subalgebras of L (X) for constructing invariant solutions of the full
Boltzmann equation and EGD-system differs. This is related due to the differences
in the sets of the independent and dependent variables. For example, H-solutions of
the Boltzmann equation (3.3.1) with one and two independent variables can only be
obtained for subalgebras with dimension more than five. In this case using the opti-
mal system of subalgebras,® one finds 11 different classes of invariant solutions with
one independent variable and 38 with two independent variables. Their functional
expressions are presented in Table 3.1 and Table 3.2.

5The part of the optimal system of six and seven dimensional subalgebras of [36] is presented in
Appendix A.
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Table 3.1 Representations of H-solutions with one independent invariant variable

No. f No. f

1 e ¢(q) 6,3 7 g(u) 6,11
2 tlg(W2 4 (V —rt1H?) 6.4 8 gu—1) 6,23
3 1~ 'g(q) 6,5 9 eOg(w), e £0 6,18
4 g —xt™1) 6,7 10 t~lg(g/t) 7.2
5 t~'gu —glnt) 6,20 11 x~lg(u) 73
6 g() 6,14

In Table 3.1 and Table 3.2 «, 8, ¢ are arbitrary constants. In the second column
representations of H-solutions are given. In the last column pair of indices m, i
means that the representation of an invariant solution is obtained with respect to the
subalgebra m, i, where m is the dimension of the corresponding subalgebra and i
is its number in Table 6 of [36]. The capital S means that the given representation
should be considered in the spherical coordinate system (x, ¢, 0, u, V, W), where:

x=rsinfcosp, y=rsinfsing, z=rcosH,
u="Usinfcosep + V cost cosp — Wsing,
v=Usinfsing + V cosf sinp + W cos ¢,
w="Ucosf — Vsin0, Q:\/u2+v2+w2:\/U2+V2+W2.

The capital C corresponds to the cylindrical coordinate system (x,r,6,u, V, W),
where:

y=rcosf, z=rsinf, v="Vcosd — W sinf, w= Vsinf + Wcos0,
g=vvl+uwl=vV2+ w2

Other representations are considered in the Cartesian coordinate system.

It should be noted that for many subalgebras from Table 3.1 and Table 3.2 H-
solutions either do not exist or do not have a physical meaning. For some of solu-
tions this statement is easily verified. In the general case it is necessary to substitute
a representation of a solution into the Boltzmann equation (3.3.1) and to study the
corresponding factor equation. But in difference to the EGD-system (3.3.21) obtain-
ing the factor equation for the Boltzmann equation with the complicated collision
integral (3.3.2) is sufficiently difficult. As an example the factor equation for H-
solution (number 38 in Table 3.2) derived in [37] is presented here:

L, 0 0
8f(;;Q)=8nQU/ / £, P)f(t, R) P2+ R>— Q°PRdPdR

0 Q2_P2
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Table 3.2 Representations of H-solutions with two independent invariant variables

125

No. f No. f
1 rlgU, q) S51 17 g(t,u) 5,17
2 rlg(V, W) C52 18  gx—1*/2,u—1) 5,18
3 xlg(u, q) 53 19 g(x,u) 5,19
4 e g(u—B0,q) C54 20  g(q,arcsin(v/q) +1) 5,20
5 t~lg(u—x/t,(v—y/1)? 55 21 xlgu,w—pBlnx) 521
+(w—2z/1)?%) 22 e Pugv,w) 5,22
6 g —x/t,q) 56 23 1 lgw—y/t,w—2z/1) 5,24
7 t~lgu—Blnt 57 24 1 lgu—x/t, 5,25
+ acarcsin((v — ¥/1)/q), q) v—ofl(x—ﬁlnz))
q:\/(v—y/t)z—i-(w—z/t)2 25 t~'g(x/t — Blnt, 5,26
8 t~lgu—Blnt 5,8 u—pBInt)
+ aarcsin(v/q), q) 26 t~'g(u—x/t,v—BInt) 5,27
9 g, q), 59 27 t7lgw—Blnt,v) 5,28
q:\/(v—y/t)z—i-(u)—z/z‘)2 a=0 28 t_lg(v,w) 5,29
10 1~ lg(q,arcsin((v — y/t)/q) 59 29 gwu—t,v—al(x—1%/2)) 5,30
+aling), a#0 30 gx—1*/2,u—1) 5,31
q:\/(v—y/z‘)z—i—(w—z/z‘)2 31 gu,v—ux) 5,32
11 lgx/t,u—a~'BInr) 510 32 g(x,u) 5,33
12+ 'g(arcsin(v/q) —a~'Int, q) 511 33 gu—t,v) 5,34
13 g(u —aarcsin(v/q), q) 5,12 34 gt,u—x/t) 5,35
14 gt,u—x/t) 5,13 35 gt,w+ut —x) 5,36
15 g(t,q) 5,15 36 g(t,u) 5,37
16 g, q), 516 37 g, (u—x/1)?) 6,9
q=@—(yt+2)/(1+12))? 38 g(,0) 6.10

+ (w4 (y —zt) /(1 +12))?

o] 2
+ 871202(/ f, P)PdP)
0

7lo2

+16
o

2452

3.0

[¢) 00
/f(t, P)Pzdef(r, P)PdP
0 0

1, Q) / ft, P)I(Q + P)} =10 — P]*1PaP.
0
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Table 3.3 Optimal system of subalgebras of Ly(Z)

r=9 r==6

1 1,2,3;4,5,6;7,8,9 =9,1 1 2,3;4;7,89 =6,1

r=38 2 4,5.6;7,.8,9 =6,2
1,2,3;4,5,6; 8,9 =8,1 3 1,2,3;4; 8,9 =6,3

2 1,2,3;4,5,6; 7,94+a8 9,1 4 1,2,3; 4;7,94+a8 7,1

3 1,2,3;4,5,6;7.8 9,1 5 1,2,3;4;7,8 7,1

r=7 6 1,2,3;4,5,6 9,1

1 1,2,3;4;7,8,9 =7,1

2 1,2,3;4,5,6; 9+a8 (o # —1) 8,1

3 1,2,3;4,5,6;9—8 9,1

4 1,2,3;4,5,6; 9—8+u7 8,21

5 1,2,3;4,5,6; 8 8,1

6 1,2,3;4,5,6;7 9,1

3.3.4 Classification of Invariant Solutions of the Fourier
Transformation of the Full Boltzmann Equation

A self-normalized optimal system of subalgebras of the Lie algebra Lo(Z) admitted
by (3.3.20) is calculated here. The two-step algorithm developed in [36] is used.
This algorithm allows one to reduce the problem of the construction of an optimal
system of subalgebras of Lg to a classification of subalgebras with less dimensions.

At the first step the original Lie algebra Lo(Z) was presented as Lo(Z) =
J'@® N, where J' ={Z\, Z>, Z3, Z4, Zs, Zs, Z7} is an ideal and N'! = {Zg, Zo}
is a subalgebra. Then the optimal system for the assigned subalgebra N'! is con-
structed. The latter is written in the form N! = J% @ N2 with the ideal J2 = {Z7}
and the subalgebra NZ= {Z1,Z», Z3, Z4, Zs, Zs}. Further the process is repeated:
the subalgebra N is decomposed N% = J3 @ N3 where again J> = {Z1, Z», Z3} is
an ideal and N3 = {Z4, Zs, Z¢} is a subalgebra.

The final result of a part of an optimal system of subalgebras of Lg is presented
in Table 3.3. Subalgebra-representatives are notated by a pair of numbers r, i, where
r is the dimension and i is the number of the subalgebra of the dimension r which
is given in the first column. In the second column a basis of the subalgebra is pre-
sented in the symbolical form: corresponding numbers of basis generators are only
presented. The restrictions for parameters are also given in this column. Notice that
1 # 0 in all subalgebras and the absence of restrictions for the parameters means
that they are arbitrary real numbers. In the third column the normalizer of the sub-
algebra is presented. The sign = means that the subalgebra is self-normalized. The
upper index ~! points out that the normalizer is contained in the set of subalgebras
and it is obtained for the parameter equal to —1.
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Table 3.4 Representations of H-solutions of (3.3.20) with a single independent invariant variable

No. % No. 1%

1 By Qi) 6 w’ " x "y g™
2 Q" Y (1) 7 K=y (rQkh
3 Q" Y (Qe™) 8 u’ 1=y ug™h

4 =y (Q) 9 u= Y (ug")

5 v(0)

Table 3.5 Representations of H-solutions of (3.3.20) with two independent invariant variables

No. ¢ No. ¢

1 v, Q) 1 x 'y, q)

2 W~y ((vy + wz) ru) 7Y, (—vz + wy) ru) ) 12 (x—0)""Wwu,q)

3 w? 18P0y (xube=P ug=") 13 "BV =P, qr=P)

4 x_le(y_ﬁ)el/f(qe_‘%, ue=F%) 14 u’ (e, uq_l)

5 x =Dy @, uqg™" 15 e’y (ue™", qge™")

6 x_lu(y_l)l/f(xut_l,uq_l) 16 t_llp(u,q)

7 x YDy uxf ug™h 17 Y(u,q)

8 e(yfl)ﬁ(x%)l/,(ueﬂ(ﬁﬂo’qeﬁ(ﬁﬂ()) 18 [V*Irﬂ/,/,(RUﬁly qul)
9 eV =DX g (ue™*  ge™) 19  ur-l=eyWeR",Ug™Y
10w’ 'Y(x,ugh 20 R'wU,q)

Representations of invariant solutions of (3.3.20) are obtained by finding cor-
responding invariants. These representations are given in Table 3.4 and Table 3.5.

There
O=vu+vi+w? B#0, g=vvi+w?

r=4y*+7z% k=ux+vy+w

and in the spherical coordinate system (S):

g=vVV2+ W2, R=,/x2+y2+72

The parameters « and g are arbitrary constants.

Remark 3.3.5 The well-known BKW-solution for is in the class 7,4 with y = 0.

3.4 Complete Group Analysis of Some Kinetic Equations

In the group analysis of integro-differential equations the most difficulties are re-
lated with solving determining equations. However, for kinetic equations with a
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small number of independent variables the proposed regular method allows one to
overcome these difficulties effectively (see examples in Chap. 2). In such cases one
can derive not only a complete admitted Lie group but also an optimal system of sub-
algebras, and a description of the complete set of invariant solutions can be obtained.
In order words, comprehensive group analysis is successively applied to these equa-
tions.

3.4.1 The Boltzmann Kinetic Equation with an Approximate
Asymptotic Collision Integral

This equation for isotropic scattering model has the form

1
S(f)=x"fi(x,) +0(f)f(x,1) — / fGx,t) f((1—s)x,t)ds =0.
0

(3.4.1)

where f (¢, x) is the molecular distribution function with respect to the molecular
energies x = v?/2, 6(f) is some functional of f. Equation (3.4.1) approximately
describes the spatially homogeneous relaxation of a monatomic gas for high molec-
ular energies with the power interaction potential U = k/r"~!. The exponent « is
defined as (5—v)(v— 1)1 /2. The meaning of (3.4.1) is that it gives an approximate
intermediate asymptotic of the Boltzmann kinetic equation at x — oo and large but
finite values of time 7. This equation is interesting in the context of calculating the
kinetic processes passing on the high energy tail of the distribution function [26, 28,
31]. In spite of its simplicity, (3.4.1) has the main features of the full Boltzmann
equation. In particular, for v =35 and 8(f) = f(0, t) the equation (3.4.1) becomes
the Fourier transform of the Boltzmann equation of the Maxwell isotropic molec-
ular model. Results of its group analysis were presented in Chap. 2. For v =7/3
and 6(f) = f(0,t) = 1 another invariant solution of the BKW-type in the explicit
form was obtained in [28]. Using the regular method outlined in Chap. 2, the equa-
tion (3.4.1) was completely studied in [17, 26]. The principal results of the group
analysis are formulated as follows.

Theorem 3.4.1 The four-dimensional Lie algebra Ly = {X1, X2, X3, X4} spanned
by the generators
X1=0, Xo=xfdr, Xz=ofdr+xdy, Xa=f0r—10, (34.2)

defines a complete Lie group G* admitted by (3.4.1). The optimal system of one-
dimensional subalgebras admitted by (3.4.1) consists of the subalgebras:

(X1}, {X2}, {X3}, {X4+BX3}, {(Xo+ X1}, {X3+ X1}, {X4£ X5},
(3.4.3)

where B is an arbitrary constant.



3.4 Group Analysis of Kinetic Equations 129

Remark 3.4.1 The proof of the theorem was obtained for the functional € satisfying
the conditions

O(Bf (x,1)) = BO(f (x,1)), 0™ f(x,0)=0(f(x,1)),

where B > 0 is an arbitrary constant. For example, 6(f(x,t)) = f(0,¢) or

0(f(x,t))=0.

The optimal system of subalgebras (3.4.3) allows one to specify all classes of
H-solutions of (3.4.1) which are essentially different with respect to the Lie group
G*. Representations of these solutions are

Xi:f=g0), y=x,
X3: f=x"g(y), y=t,
xOl
Xo+BXs: f=—g(v), y=xil
Xo+Xi: f=e"g(y), y=x,
Xs+X: f=x%(), y=xe ',
Xe£ Xy: f=1""(y), y=x.
The corresponding factor-equations are obtained by substituting the representation
of an invariant solution into (3.4.1).
One class of solutions among the H-solutions defined by the group G* is the
most attractive. Two of these solutions were derived in explicit form for « = 0, 1

in [1, 28]. For arbitrary real ¢ and natural numbers v € [2, 0c0) the class of BKW-
solutions is specified by the infinitesimal generator

X=c1X2+ X3 —aXy. 34.4)

The corresponding H-solutions are of the form
f=eF(y), y=x(act)"V. (3.4.5)
Remark 3.4.2 For the isotropic Maxwell scattering model at & = 0 the term ¢~ X

is used instead of the last term in (3.4.4) and in this case the BKW-solution has the
form

f=eF(y), y=xe".

Substituting (3.4.5) into (3.4.1) one gets
1

1+otdF_
oyt = PO+ / dsF(sy)F((1 = 5)y). (3.4.6)
0

In [17, 26] the BKW-solutions was searched for in the form

F(y)=eY(1 + Y any?™ /I (p(n) + 1)), (3.4.7)
{p(n)}
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where {p(n)} is the finite subset of an ordered countably additive of rational num-
bers and I"(x) is the Euler gamma-function. The following statement was proven.

Theorem 3.4.2 The BKW-solutions of (3.4.6), (3.4.1) in the form of finite series
(3.4.7) exist only for « =0; 1.

3.4.2 The Smolukhovsky Kinetic Equation

The Smolukhovsky kinetic equation of homogeneous coagulations is usually con-
sidered in the form

aft,v) 1
a2

v

/dvlﬂ(v oL v £ — 1) £t v1)

0

—f(t,v)/dvlﬁ(v,vl)f(t,vl), (3.4.8)
0

where f(t,v) is the distribution function of coagulating particles with respect to
their volumes, the coagulation kernel (v, v1) is a symmetric nonnegative function
B, v1) = B(vi,v) =0 [38].

The Cauchy problem for this equation is stated with the following initial data

0, v) = fo(v).

Equation (3.4.8) occurs in the kinetic theory of dispersive systems such as at-
mospheric aerosols, colloidal solutions, suspensions, protoplanet space matter. This
equation has many features which make it similar to the Boltzmann equation.

Multiple references to H-solutions of (3.4.8) with the “parabolic” coagulation
kernel B (v, v1) = c(h+v)(h+vy) exist, where ¢ and & are constant. Using a change
of the variables, (3.4.8) with this kernel is reduced to the “spectrum age” equation

e = [ dxith x4 200G -3 0G0. (349)

0
However, in this case the complete admitted Lie group of (3.4.9) (also (3.4.8))
had not been known, hence there was no description of the complete set of its H-
solutions.
There are other kernels which describe interaction of coagulating particles more
adequately [38]:

B, v1) = c(vv? +vPv9). (3.4.10)

In [20], using a change of the variables similar to the “spectrum age” variables,
(3.4.8) for particular values of the parameters a and b was reduced to the following
universal form

1
waV/sk‘(l —9ux(1 = s), Du(xs, 7) ds. (3.4.11)

0
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Notice that (3.4.11) has a structure similar to (3.4.1). The group analysis of
(3.4.1) allows one to state the following theorem.

Theorem 3.4.3 The four-dimensional Lie algebra Ly = {X1, X2, X3, X4} spanned
by the generators

X1 =0;, Xo =xud,, X3=x0y —yuo,, X4 =ud, — 10¢, (3.4.12)
defines the complete Lie group G* admitted by (3.4.11). The optimal system of one-
parameter subalgebras admitted by (3.4.11) consists of the subalgebras

(X1}, {X2}, {X3}, {X4+BX3), {(Xo+ X1}, {(X3+ X1}, {X4£ X5},
(3.4.13)

where B is an arbitrary constant.

The set of H-solutions of (3.4.11) essentially different with respect to the Lie
group G* is exhausted by the solutions with the following representations

Xiiu=g(), y=ux,
X3:iu=x""gy), y=t,
Xa+BX3u=x""Pge(y), y=xif,
Xo+ X1tu=eg(y), y=x,
X3+ X1 :u=x"g(y), y=xe*,
Xe£ X0 u=1"%g(y), y=nx.

3.4.3 A System of the Space Homogeneous Boltzmann Kinetic
Equations

The system of the Boltzmann equations describing evolution of an N-component
gas mixture to an equilibrium has the form

N

a a( Dlvt) 1 / /
DD _ ﬁ;aaﬂ / / AWy dLLfu (V) fs W) — fu(Va) fo(Wp),

(3.4.14)

where vy, Wg € R3, vy = [Val, fa(Va,t) is the velocity distribution function of
molecules of «a-species, m,, is the molecular mass, 2 is a unit vector, and d§2 is
the area element on the unit sphere,
V:x = Raﬂ + Maﬂgaﬁgv W;g = Raﬁ - Maﬁgtxﬂg, Raﬂ = WapVa + LBaWg,
go{ﬂ:VC{_wﬂa Maﬂ:ma/(ma+mﬂ) (avIB:1727"'7N)'
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The scattering of molecules here is described by the isotropic Maxwell model [15]
with the scattering functions Byg(£2, gog) = 0up/4m. It is worth to notice that the
results of the present subsection hold true for other Maxwell models of interactions
where Byg is independent of the relative velocity of the scattering particles.

The initial value data for (3.4.14) are set as

fuVe, )= fO%v) (@=1,2,...,N).

Solutions of (3.4.14) satisfy the conservation laws of the component concentra-
tions and the total energy of the heat motion of molecules. In the chosen system of
the dimensionless variables, the conservation laws are

N
N (1) =/dvafa(va,t) =nq(0), Y na=1, (3.4.15)
a=1
N
E(t):Zfdvavgfa(va,t)zE(0)=3. (3.4.16)
a=1

As t — oo solutions of (3.4.14) converge asymptotically to the stationary Maxwelli-
an distributions

Ny
Joam (Vo) = Gn)2 eXp(—v§/2)-

For further calculations it is convenient to use along with (3.4.14) the Fourier trans-
form of the Boltzmann equations constructed in [3]. Let the direct and inverse
Fourier transforms be determined by the formulae

(pot(kout)Z/dvaeikavafa(va’t)s
1 N (3.4.17)
fa(Va):(sz[dkae * Qo (Ky, 1).

The consideration is restricted here to the study of solutions of (3.4.14) which are
isotropic in the velocity space. In this case the distribution functions only depen-
dent of the modulus of the molecular velocity and Fourier transforms of (3.4.14)
are

39a (5. 1) (x n
Ll Z fds[wa(xa(l—saﬂs))wﬁ(xasaﬁs)

0
— @ (xa)@p(0)], (3.4.18)
where x, = ki/z, coap = 4opipe and (@ =1,..., N). The conservation laws

(3.4.16) and (3.4.17) become

Pa0.) =10 (@=12,....N); Y o, 0.)=—1. (34.19)

The subscripts after comma mean differentiation with respect to the correspond-
ing variables. The Fourier transforms of the Maxwellian distribution functions are

Pa,M = Ny exp(—xg).
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An infinitesimal generator of the Lie group admitted by system (3.4.18) is sought
for in the form [21]

N
X =&+ Y E* Wy, + % W)dy,). (3.4.20)
a=l1
where u= (¢, X1,..., XN, @1, ..., ON).

Theorem 3.4.4 The complete Lie group of point transformations admitted by sys-
tem (3.4.18) is the four-parameter group G* determined by the Lie algebra L4 with
the basis generators

N
Xi=0, X2=Y XaPady,.
a=l (3.4.21)

N N
X3=) xudy,. Xa= Qudy, — 1.
a=1 a=1

Proof The dependence ¢, = @y (xg,t) (@ =1,2,..., N), in terms of its differential
representation is written down as

0Qq
L:O (a#B; Ba=1,2,...,N). (3.4.22)
0xg

The part of the determining equations related with (3.4.22) is the result of the action
of the prolonged operator’ X on relations (3.4.22):

X(aﬂ>=0ﬂ¢a=o, a#p (B=12,....,N). (3423

dx B
Here D, is the operator of the total differentiation with respect to x, and
0 0@
— s  TT%ea  TTE t
Vo =2¢ 8xaé o &

The determining equations (3.4.23) become

oc” 0c* 0&! o&!
2 25 s (Lo 25

0pp ¥B.xp dxg lor $B.xp oxg
0E* &Y
— Pa,xq <@§0[5,Xﬁ + @) =0 (3.4.24)

(x#B; a,p=1,2,...,N).

Recall that the determining equations have to be satisfied for any solution of
(3.4.18). Consider solutions corresponding to the initial data at t = #(:

0o (Xq, 10) = agxte (@ =1,2,...,N), (3.4.25)

"The operator X is considered as the equivalent canonical Lie-Biicklund operator.
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where £y is an arbitrary moment of time and a, are arbitrary constants. For this set
of solutions one can find all derivatives involved in (3.4.24) at t = (. Notice that for
finding the derivatives ¢, ; one has to use (3.4.18). Substituting the derivatives into
(3.4.24), and varying the values k, and a,, one can find the general solution of the
determining equations (3.4.24).

For example, for kg =0 (@« = 1,2,..., N) and by virtue of the arbitrariness of
the choice of a,, one can conclude that % =0 (¢#B;a,6=1,2,...,N) or
¢4 =C%(1, .-, 0N, X 1).

Setting k, =0 and kg > 1 for B # o, and splitting them with respect to a,, one

has
98! dE! ace ace
0 o B o X @i ap=l2.. N
dgp dxp dgp dxp

Finally (3.4.24) become

0E” 0E”
% % )=o.
P (Eﬂﬂﬂ “poxs + 8X,B>

The last set of equations gives

0% o0&«
§ =0, i=O (x#B; a,=1,2,...,N).
dgp dxp

Thus, one obtains that the coefficients of the infinitesimal generator X have the form

Etzét(t)! {D‘:é‘a((pohxowt)s %‘a:%—a(ﬁoasxavt) (a=17277N)
(3.4.26)

The second part of the determining equations is obtained by applying the operator
X to (3.4.18). Taking into account (3.4.26) these equations are

1

N
Dy + Zaaﬂ{wa(pﬁ(o) - /dﬁl/a(xa(l - Saﬂs))(pﬂ (xotgaﬂs)

ﬂ=1 0
1 (3.4.27)
- /ds‘pa(xot(l - Eaﬂs))wﬂ(xagaﬂs)} =0
0
(x=1,2,...,N),

where Dy is the operator of the total differentiation with respect to 7.

For solving (3.4.27), one can use the same approach as in the case of the single
Boltzmann equation considered in Chap. 2. Equations (3.4.27) are considered on
the solutions of (3.4.18) corresponding to initial data (3.4.25).
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First, setting in (3.4.25) all k, = 0, the equations (3.4.27) take the form

e
or

_Zaaﬁ(a5/§ (xa(l—saﬂs))ds—l—aa/g“ (xaeaﬁs)ds> =
p=1
@=1.2.....N).

+Zaaﬁ(a,sc +aa £’ (0))

(3.4.28)

The determining equations are solved expanding the coefficients

é‘ ((polv'xl)(a t) - Zg(n)('xaa t)((/’a)na
n=0 (3.4.29)

[e.e]

E%(far Xar 1) = Y W (e, 1) (90)",

n=0
and splitting them with respect to a. Indeed, considering in (3.4.28) the terms with
(ay)°, one finds

0g® X ;
80; Z Oupag (O) / (O)(xa(l—eaﬁs))ds =0 (¢=1,2,...,N).
B=1.p#a 0
Since the values a, are arbitrary, the last equations imply that
2g” ;
5 =0, g — / O (xg(1 —egps)ds =0 (@=1,2,...,N).
0

Obviously, that constant values of géo) satisfy these equations.
The coefficients with (a,)! are

1

(1 N

g

8? + Z Oupap (gél) aﬂ/gél)(xa(l —saﬂs),t)ds>
B=1,B#a 0

1

o0
+ Zag (g,g,n) ©,1) — f ggl)(xaé‘aﬁs, 1) ds) =0
n=0

0
(a=1,...,N).

Splitting the last equations with respect to (ag)”, one has
gél) = CoXy + Cq, gg’) = (")(t) n>?2,

where ¢y, (@ =0,1,2,..., N) are arbitrary constants.

Notice that the results of [20] hint one to assume that (3.4.18) are invariant with
respect to the Lie group corresponding to (3.4.21). Correctness of this assumption
is verified immediately. In particular, this allows one to subtract the operator co X,
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from X. Hence, one can assume that cg = 0. Then (3.4.28) implies that all coeffi-

: (n)
cients g~ (n > 0) are constant.
To proceed we set the powers k; > 1 and ky = 0 (@ # i) in (3.4.25), substitute
(3.4.29) into (3.4.27), and consider again the coefficients of (ay)", n > 0. For exam-

ple, for « # i and n = 0, one finds g(o) = 0. For « =i one obtains

(ki +1) .
kih§0)8ai ngm + Z (n Dk T 1az (X g1 )nk‘+1gi(n+1)

1

oo
—k,-(ki+1)Za?(x,-aa,-)""i/s("+”ki—1hg1>(x,~gm-s)ds=o, (3.4.30)
n=0 0

where there is no summation with respect to i and the term with a; (xo[zso”-)ki_l is
excluded.
The coefficient of (¢;)° in (3.4.30) is

I
d —
ki eai + ( dé + gl(l)) Xi€ai — ki(ki + 1)/Sk’ ' (xigais) ds =0.

By the arbitrariness of k;, one can conclude that hgo) = pi(t)x; and g(l)

d&'/dt = 0. Hence, gl.(l) = ¢, where c is an arbitrary constant. This means that
&' = —ct + cp. Since (3.4.18) admits the operators X; and X4 and factoring
over them, without loss of generality one can assume that &' = 0 and gl.(l) =0
@i=1,...,N).

Since (3.4.18) admits the operators X, X4 and factoring over them, then one can
assume without loss of generality that £’ = 0 and g(l) =0@G=1,...,N).

The comparison of the coefficients of the powers of (a;)" (n > 0) in (3.4.30)
yields the relations

1
( )x,eai + ki /s"k"flhfn_l)(xisais) ds =0.
0

1
nkl—l—l

By the arbitrariness of k;, the last equatlons 1mp1y that g™ =0 and """ =0,

n > 1. Since i is also arbitrary, one obtains g =0(e=1,2,...,N).
Thus, factoring over the admitted generators X1, X7, and X4, one comes to the
relations

(Y=0, £=0, £=p,)xe (@=1,2,...,N).

Taking these relations into account, (3.4.30) become

poc)/ (xlsozls)ds_
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This means that p; = p(t) (i = 1,..., N). Substituting these expressions into
(3.4.27), one finds that dp/dt = 0. As the result, one concludes that system (3.4.18)
only admits the generators (3.4.21). g

Theorem 3.4.5 The classes of essentially different with respect to the Lie group
G* invariant solutions of (3.4.18) are determined by the optimal system of one-
dimensional subalgebras

(X1}, {Xa+BX3}), {Xo—Xi1}, {XaxXp}, {Xi1+X3}, (3431

where B is an arbitrary constant.

Representations of invariant solutions corresponding to the subalgebras of the
optimal system are

X1 00 =80a), Ya=Xa,
X4+aX3:0o=80a): Ya=Xat’,
X2 = X1:90=¢"""¢(ya), Yo =Xa
X3+ X1:900=80a): Yu=Xa€ ',
XaE£ X200 =t 1 e(ya),  yo=1xa
(@=1,2,...,N).

As in the case of a one-component gas special interest is in finding the BKW-type
solutions [2, 28] in elementary functions.® The class of BKW-solutions is defined by
the subalgebra {X; + X3}. Usually the BKW-solutions are considered with respect
to the subalgebra {X, — X3 + c’le} that is similar to the subalgebra {X| + X3}
with respect to automorphisms of the Lie algebra L4. Using the subalgebra {X, —
X3 + ¢~ 1 X1} we look for BKW-solutions of the following form

Pa(xq, 1) =exp(Yy — Xa)Po (Ya), ¥ = 00€" xq. (3.4.32)

Substituting (3.4.32) into (3.4.18), one comes to the factor-equations for the func-
tions @y (yy):

(d% (V)
a\ —

Dy + Dy (ya)>

N 1
= Zaaﬁ/ds[q)oc((l —2ap8)Ya)Pp(eapsya) — Po (Yo )P (0)].
B=1 0

(3.4.33)
A solution of (3.4.33) is sought for in the form of the power series
Do (va) = g (1 +Zb,ﬁ“>k—°!‘>. (3.4.34)
k=1

8The previous results [29] obtained in this direction were far from being complete.
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Here the mass conservation law (3.4.19) is taken into account: ¢, (0,t) =

@4 (0) = ny. The energy conservation law imposes the following constraint on the
first coefficients of the series (3.4.34):

N
> nabl® =—1. (3.4.35)
a=1

The study of the system for the coefficients
b= (b0, ... 5™

of the power series (3.4.34) allows one to prove [21] the following.9
Theorem 3.4.6 1. The BKW-solutions (3.4.14) have the form

o N | 1—T(t)< v2 3) ( v§>
fava ) =i mm |V 1 oz 7 2) |9P T )
T(t)=1—6pe, 6p€[0,2/5] (@=1,2,...,N),

(3.4.36)

similar to the BKW-solutions for a one-component gas [2, 28] if and only if the
parameters of the gas mixture obey the constraints

1 /
~5 nacraa+z ngogs(3 —2848)eqp | =c, a=1,...,N.

B
and
1 & ,
c= —6—N [naaaa + Z nﬁaaﬁ(3 — Zsaﬁ)8aﬁ].
a=1 (B)
2. For the components with indices « =1, ...,1,1 <r, the BKW-solutions have the
form of the nonstationary Maxwellian distribution functions
2
Ny v
)= — ; 3.4.37
Joa (o, 1) RrT O] CXP( ZT(Z‘)) ( )
whereas for the components with indices . =1+ 1,...,r,
fu (v, 1) Mo [1+qua()b] % (3.4.38)
Vg, 1) = ————— exp| — ; 4.
ola RxTopRL T4 P{7ar 0
and for the components with indicesoo =r +1,..., N,
Faar 1) = ——2 1+ qqa(t)]exp  — % (3.4.39)
«e D= prpit TP Torg ) -

9The spectral properties of the linearized system corresponding to (3.4.18) are substantially used
in the proof.
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where
(=301 6@ng) o 1—T() ( v2 3)
q= , q = — —=,
Y1 Ma ‘ T \2T() 2
b@ (@ =1+1,...,r) are arbitrarily-chosen coefficients such that all b'® are
strictly greater than zero and ZQ:I-H b®ny < 1, if and only if the conditions
1

3 awpap=—¢, a<pB, a=1,....r, B=2,...,N,

are satisfied and the parameters of the mixture obey the extra constraints

1 ’
c=—¢ [naawbjw + " npoupbi” 3 - 2sa5)5a,3}
(B)
(@=1,2,...,N), (3.4.40)

b =—b@ (a=1+1,...,r),
bW =—g (@=r+1,...,N).
In this case, the parameter 6y in (3.4.37)—(3.4.39) is chosen within the interval
0 < 0y <min[6py, Op2], (3.4.41)

where

=—"  by=maxb?, Op=202+3q).
27 30y, M rr(l;l)x 02 =2(2+ 3q)

Oo1
Remark 3.4.3 More complete formulation of this theorem with elements of the
proof one can find in [22].

The found BKW-solutions (3.4.38)—(3.4.39) with arbitrary coefficients b@ sub-
stantially extend the set of the BKW-solutions in elementary functions. The nonsta-
tionary Maxwellian distribution functions (3.4.37) are of special interest. They were
never considered before in the framework of the BKW-class.

The presented BKW-modes allow one to model in an explicit form many phys-
ically interesting Kinetic processes even for N = 2. For example, to investigate the
relaxation in mixture with disparate species masses such as Lorentz gas or Rayleigh
gas. It is possible to study the behavior of disequilibrium impurity in Maxwellian
bath or vice versa of Maxwellian impurity on the non-equilibrium background, etc.

3.4.4 Homogeneous Relaxation of a Binary Model Gas

In conclusion the BKW-solutions of the system of kinetic equations which is a low-
dimensional mathematical model of the system of the Boltzmann equations for a
binary gas mixture are presented.
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In order to give some manageable results for constructing and testing numerical
algorithms, a system of two equations with the simplest model of molecular inter-
action is considered [24]. Despite of its simplicity, the system reproduces the main
mathematical features of the kinetics for a multi-component mixture. This system is
written as

8 1 1
f“ ) /dw,/deg,,w)[f,(v ) fw)) — fi (o) fi(w)]

—7T

/de/d98zj(9) fi) fiw) = fiu) fi(wj)] (3.4.42)

(= 1,2).

Here f;(¢, v;) is the distribution function of the i-th component, t € RL, v; € R,
and g;;(0) = g;; () and g;; (0) are nonnegative scattering functions subject to the
normalization conditions

/gii(e)dQZ/gij(Q)dezl.

A “collision” of model molecules (v;, w;) = (v}, w}) is described by the orthogo-
nal rotation in the velocity plane

’oN N __(cosf —sinb
(v, wi) =A@, w;), A= (sine cosd )
During collisions, the elementary conservation laws of the energy and the number
of particles hold: vi2 +w? = va2 + w'?. The spatially homogeneous equilibrium so-

lutions of (3.4.42) reached as t — oo have the form

n; 2
fio=—=e V2 i=1,2,

V2

where n; is the particle concentration of the i-th species.
For system (3.4.42) the conservation laws of concentrations and energy hold:

e ¢]

2
> [ fvdu = folo(v,)dvl:Zn,-:l,
i=1_"% i=1
2 o0
Z/vlzf,(t v))dv; = Z/v fiowi)dv, =1.
i=l_"q i=1_"rg

The direct and inverse Fourier transforms are defined as follows

oo

o
wk)= [ fiwe . fen= [ ewe 0k (=12,
—00

—00
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The Fourier representation of system (3.4.42) has the form

;i (t, ki :
w(t ) Z/ngl,(e) [i (ki cos 0)g; (ki sin6) — g; (k) (0)] (i =1,2).

(3.4.43)

The Fourier transforms of the equilibrium solutions are

h 2,2
i o(ki) =nie 27k

In terms of the Fourier transforms the conservation law of particle concentrations

takes the form
o0

2
Z/ﬁ(r v)) dv; = Zw,(r 0)=1. ¢t0)=n;.

i=1_" i=1
The conservation law of energy becomes

2

2 o
1
2

> / v filt v dvi == ¢{(O) 5 =1

l:l_oo i=1
System (3.4.43) admits the same complete Lie group of point transformations as the
admitted Lie group of system (3.4.18) obtained above. The BKW-solutions associ-
ated with the operator X, — X3 + ¢~ X are considered in the form

k2

01 ki, 1) = expldm® (i = xDI®; (), yi =xiboe”, xi = —-. (3.444)

The substitution of (3.4.44) into (3.4.43) yields the system of the factor-equations
for @; (y;):

do;
Cyi(d l+4”2yi§bi()’i)>
Vi
2 T
= /degij(e)[q)i(Yi cos@) P (y; sinf) — @; (y;)P;(0)].
i:l_j.[

Its solutions one seeks in the form of the power series

o ym
®; (1) =ni<1 + be,?ﬁ)-
m=1
Since ¢; (0, t) = n;, the structure of these series is conformed with the conser-
vation law of concentrations. The energy conservation law imposes the additional
restriction on the first coefficients of the series

2
1 )
=1
47 P

The BKW-solutions of (3.4.42) in explicit form with the scattering model
8ij(8) =v;;/(2m) are described by the following theorem [24].
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Theorem 3.4.7 1. The BKW-solutions of (3.4.42) have the form

fi(vi z)—Le‘wu—’zm)[H 6) ( i —1)}
T 21 =00) 20 =0)\ (1 —0(@)
(i=1,2),

ct 2
0 =6, 0<6y< 3
if and only if the parameters of the gas mixture satisfy the condition

navyy —npvip = (ny —np)vp2

and the parameter c is

1
c= —g(nivii +njvij).

2. If one puts ¢ = /ng) = —‘%, provided that vip = v /8, then the BKW-solution
takes the form
fitwr 1) L ity
Vi, 1) =N ————¢ 20-0),
A ' 2 =0)

1 _ 3 0 v3
e =m et 1+ (725 -1)]
where
2ny

0 =6pe’, 0<Bp< —.
0 O=1¥2n,

System (3.4.42) and its BKW-solutions in the explicit form give one a good ma-
terial for testing different numerical methods which are intensively studied in recent
years for the problems of the Boltzmann’s kinetics of multi-component gas mix-
tures.
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Chapter 4
Plasma Kinetic Theory: Vlasov—-Maxwell
and Related Equations

4.1 Mathematical Model

Plasma is an ionized gas of charged particles. Plasma is distinguished from usual
gases in the sense that plasma particles give rise to essential electromagnetic fields.
Hence, the usual Boltzmann kinetic approach that takes into account only paired col-
lisions should be supplemented by influence of electromagnetic fields generated in
plasma on the motion of plasma particles. The plasma inhomogeneity caused by the
electromagnetic field (i.e. inhomogeneous distribution of charged plasma particles)
results in generation of induced charges and currents. The latter in turn creates the
electromagnetic field, that anew modifies the motion of plasma particles. Therefore
the correct description of a system of plasma particles should meet the condition of
self-consistency.

The analysis of an infinite system of equations of motion for all plasma particles
is conventionally replaced by studying a distribution function of coordinates and
impulses of all plasma particles. The key point here is that plasma is a gas, thus all
plasma particles move independently.! Therefore one can use one-particle distribu-
tion function f“(¢, r, p) that defines the probability to find a particle of o species
with the impulse p at time ¢ and point r. The conservation of probability yields

o
% = fE 1+ P Y =0,

Usually it is assumed for gas particles that the energy of their interaction is small compared to
their kinetic energy. Up to the order of magnitude the latter can be estimated as 7T, where T
is the temperature and « is the Boltzmann constant. For charged plasma particles the energy of
interaction is of the order of ¢2N1/3, where N~1/3 is the mean distance between particles, e is a
charge and N is the number of particles in a unit volume. Hence the plasma demonstrates the gas
property provided that

N3 « k.
This inequality holds for all real plasmas.
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Noting that r; = v is a particle velocity and p, for charged particles is defined by
the Lorentz force

e"‘{E—}— l[v X B]},
c

the equation for the distribution function for any plasma particle species takes the
form:

f,“+vf,“+e“{E+%[vxB]}f;‘:O. 4.1.1)

The charge and current densities are defined via distribution function
p= Zeamz f dvfays,
o
1
. 3 o, 5
J:Zeama/dvf Yo, Y =m——m—m—,
o vV 1-— 1)2/6'2

where summation is taken over all plasma particle species. These charge and current
densities enter the field equations and define electric and magnetic fields in plasma
in a self-consistent manner. Equation (4.1.1) in view of the field equations

4.1.2)

B;+crotE=0; divE =4mp;

“4.1.3)
E;—crotB+4rj=0; divB=0,

are known as kinetic equations with a self-consistent field. The efficiency of this
equation for description of plasma properties was first demonstrated by Vlasov [1].
At present Vlasov’s kinetic equation with a self-consistent field is a basic equation
in the theory of a collisionless> plasma (e.g., hot plasma used in the plasma fusion
experiments).

Meanwhile in describing the evolution of distribution functions frequently it is
more convenient to use not standard Vlasov equations (4.1.1) with Euler velocity v,
but their hydrodynamic analogue [2—4] with Lagrangian velocity w. At transition to
Lagrangian notations instead of the Euler velocity v and the Euler momentum p for
each particle species two vector functions are introduced, the velocity V¥ (¢, r, q)
and the momentum P“(z, r, q), depending upon the Lagrangian momentum ¢ and
Euler coordinates r and time ¢, and related to v and p by the formulas

v=V%q,r,t), p=P%gq.,r,1),

(4.1.4)
VD( — C2P0t(mzc4 +c2(PO()2)71/2‘

2Equation (4.1.1) is approximate, as it neglects collisions of plasma particles. In view of particle
collisions their motion becomes correlated. This effect leads to appearance of non-zero term in the
right-hand side of (4.1.1), the so-called collision integral. However, the explicit form of the colli-
sion integral depends on particular conditions defined by the plasma properties in every concrete
situation, and we will not discuss them here. In many particular problems collision effects can be
neglected.
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The change of variables (4.1.4) eliminates in the resulting equations for distribu-
tion functions for particle of each species the derivatives of these functions upon the
Lagrangian momentum ¢. Hence, Lagrangian formulation of the kinetic descrip-
tion of plasma is fulfilled via the equations of hydrodynamic type for the density
N%(t, r, w) and the velocity V¥ (¢, r, w), which depend upon ¢, r and w,

N& +div(N“V¥) =0,

V4 (VEV)Ve
(4.1.5)
vey? 1 1
L (—) {E + [V x B]— SV (V. E)}.
Mg c c c
Here the index « indicates the plasma particle species with the charge e, and mass
mqy and the charge and current densities, p and j, are in turn determined by the
motion of plasma particles:

p:Zeamg/dwN“FS,
o

- . o ~ 1 (4.1.6)
j=) _eam) | dwN®VeT, =
o

V= ey
It is typical, that (4.1.5) do not contain Lagrangian velocity w (or Lagrangian mo-
mentum ¢) in explicit form. In order to find the dependence upon ¢ one should solve
these equations with the “initial” conditions V* = w, N% = N{ (o, r, w) which
hold for vanishing electric and magnetic fields E = B = 0 at some ¢t = (. In par-
ticular, in homogeneous plasma “initial” conditions for the density N* has the form
N§ = nq0fy (q), where the stationary and homogeneous function fj'(g) of La-
grangian momentum g coincides with the function f'(p) of Euler momentum p.
Given the density N*(¢,r, w) and the velocity V(¢, r, w) that depend upon
Lagrangian momentum the particles distribution function in Euler representation is
restored with the help of the following relations (the index of particles species in
these formulas is omitted)

aP;
N(,r,q)= f(p =P(q,r,t),r, t) det <a—l) , V= czp(m2c4 + czpz)_1/2,
aj
w=2gm3c* +2gH V2, V=Pl + 2P,
4.1.7)

The system of equations (4.1.4)—(4.1.7), (4.1.3) presents the Lagrangian formulation
[2-4] of Vlasov—Maxwell equations, in which (4.1.6) appear as non-local material
relations.

The search for particular solutions of the joint system of Vlasov—Maxwell equa-
tions (4.1.1)—(4.1.3) or its Lagrangian formulation (4.1.5)—(4.1.7) is very impor-
tant both in theoretical treatment and practical applications. The group analysis of
the system of Vlasov—Maxwell equations, which forms the essence of this chap-
ter, offers a nice opportunity in constructing these solutions. The main obstacle
in finding symmetry group for systems (4.1.1)—(4.1.3) and (4.1.5)—(4.1.7) with the
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help of a standard Lie algorithm is the non-locality of material relations (4.1.2)
and (4.1.6). The first successful attempt in this field [5] deals with calculating the
continuous point Lie group for the system (4.1.1)—(4.1.3) in the one-dimensional
non-relativistic approximation of homogeneous electron plasma using the methods
of moments. On the contrary we will follow a general algorithm [6—8] based on the
direct method of calculation of symmetries, described in Chaps. 2 and 4.

This chapter is structured as follows. Section 4.2 introduces an approach for
calculating symmetries of integro-differential equations used in this chapter. In
Sect. 4.3.1 we describe in details the application of the general algorithm to the most
simple one-dimensional non-relativistic model of one-component charged electron
plasma that arises from (4.1.1)—(4.1.3) while treating only one particle species (elec-
trons) and in one-dimensional plane geometry. We also neglect relativistic effects
here. We consider this model since it is physically simple and informative from the
group standpoint. The model has the same characteristic features as the complete
three-dimensional system of kinetic equations for collisionless relativistic electron—
ion plasma. The only difference is in the a smaller amount of calculations necessary
for constructing and solving the group determining equations. For this reason, the
next models are analyzed in less detail.

In the next sections we present the result of group analysis for the succes-
sively complicated systems that take into account other plasma species (Sects. 4.3.3,
4.3.4), relativistic effects (Sects. 4.3.2, 4.3.4), the presence of stationary or moving
ion background (Sects. 4.3.5, 4.3.6). We also consider the so-called quasi-neutral
approximation for plasma particles dynamics (Sect. 4.3.7). Symmetry of plasma
kinetic equations in three dimensional geometry is analyzed for electron gas in
Sect. 4.4.1 and for electron—ion plasma in Sect. 4.4.2. We also discuss the symmetry
of plasma kinetic equations in Lagrangian variables (Sect. 4.5).

The special section is devoted to symmetry of Benney equations (Sect. 4.6). Here
we apply both our algorithm and method of moments to demonstrate the incomplete-
ness of the algorithm to describe all the admitted symmetries.

Section 4.7 is devoted mainly to particular problems that illustrate the efficiency
of the symmetry approach to integro-differential equations to find solutions to vari-
ous particular problems of interest. Here we especially draw attention to symmetries
known in mathematical physics as renormgroup symmetries. Section 4.7 demon-
strates the method of their construction as well as examples of applications.

4.2 Definition and Infinitesimal Test

To extend the classical Lie algorithm to integro-differential equations it appears nec-
essary to resolve several problems. First, one should define the local one-parameter
transformation group G for the nonlocal (integro-differential) equations and formu-
late the invariance criteria that lead to determining equations, which appear also
nonlocal. Secondly, and a procedure of solving nonlocal determining equations
should be described.
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4.2.1 Definition of Symmetry Group

Let an integro-differential equation under consideration be expressed as a zero
equality for some functional (here we indicate only one argument for a function f),
defined for x; < x < xp,

FIf(x)]=0, (4.2.8)
and let G be a local one-parameter group that transforms f to f (x,a),
fx,a)=f +ax+o(a), %=nx. (4.2.9)

Here we use the canonical group representation hence independent variables x do
not vary. Then the local group G of point transformations (4.2.9) is called a symme-
try group of integro-differential equations (4.2.8) iff for any a the function F' does
not vary [9] (see also Chap. 2),

F[f(x,a)]=0. (4.2.10)

Differentiating (4.2.10) with respect to group parameter a and assuming a — 0
gives the invariance criterion in the infinitesimal form akin to (1.1.31) in Chap. 1. In
view of the canonical form of transformations (4.2.9) the functional F depends upon
a via f. Therefore to find the infinitesimal invariance criterion we should calculate
the derivative dF /da.

4.2.2 Variational Derivative for Functionals

Let f(x, a) be a differentiable function with respect to a, f(x,a) and df (x,a)/da
continuous functions for @ > 0, x| < x < x,. The derivative dF' /da [10]

d
Ve al =8F[f(x,a); [, (x,a)], 4.2.11)

is given by variation of the functional § F', defined as a linear in §f part of a differ-
ence

SF=FL[f +8f1—FLf].

Let F[f(x,a)] be a differentiable functional (recall that the functional F, defined
on the interval [x{, x2], is called a differentiable functional [10] if it has the first
derivative in each point of this interval). Then the last formula is rewritten in the
following form

X2

SF = / FILF () 18/ (q) dg. 42.12)

X1
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Here the derivative F'[ f(x); y] =8F/8f(y) of the differentiable functional F with
respect to a function f in the point y is defined via the principal (linear) part of an
increment of the functional as a limit (if it exists) (see [10]):

SFLf] _ . FLf +8f] = FIf])
Sf()  e=0 [, dyfe(y)
In (4.2.13) the infinitesimal variation §f;(y) > 0 is a continuously differentiable

function given on fixed interval A = [x1, x] which differs from zero only in &-
vicinity of a point y, and the norm [|§f¢||o1 — 0 at ¢ — 0.

;Y €lxr, x2]. (4.2.13)

Example 4.2.1 Let b(y) be a continuous function and F[ f] a linear functional
X2
FLA1= [ b0 £ ) dy.
X1
By §f. denote a variation that differs from zero only in ¢-vicinity of a point g. Then
using the mean value theorem
X2 X2
FIUF +£1 = FIfI= [ b03fdy =b(@) [ 87.dy,
Xy

we get the variation derivative

SFIf] ()IAng(y)y

- b(qg). 4.2.14
7@ e DT Shmay =@ @219

Choosing b(y) = 1/(v/2wo) exp(—(y — y0)%/20%) we obtain

SFIf1_ 1 o-— yo)z)
— = - . 4.2.15
@) Voo ( 207 @215
In the limit ¢ — 0 we have b(y) — 8(y — yo), F[f] — f(y0) and hence
8f (o)
=68(yo —q). 4.2.16
57(@) (yo—q) ( )

4.2.3 Infinitesimal Criterion

According to Sect. 4.2.1 to write the infinitesimal criterion for the symmetry group
for nonlocal equations one should differentiate (4.2.10) with respect to group pa-
rameter a and assume a — 0, i.e. calculate the limit of the derivative dF /da for
vanishing a. Combining (4.2.11), (4.2.12) and assuming a — 0 in view of (4.2.9)

we get
SFLf1
y=YF, 4.2.17
/ 7Y 57 0) ( )
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where we have introduced the generator Y defined by its action on function F' as
follows:

Y(F) = / ) —T_ay.

8f(y)
We will write this operator formally in the form
7(y) ———dy. (4.2.18)
/ 3f )

Hence, the invariance criterion for F' with respect to the admitted group can be
expressed in an infinitesimal form using the canonical group operator Y,

YF|._,=0, (4.2.19)

which generalizes the action of a standard canonical group operator (see formula
(1.5.7) in Chap. 1) not only on differential functions but on functionals as well us-
ing variational differentiation in the definition of ¥ [7]. One can verify by direct
calculation that the action of Y on any differential function and its derivatives, e.g.,
f and fy, ... produces the usual result: Y f = s, Y f, = D,(5¢) and so on. Hence,
if F' describe usual differential equations then formulas (4.2.19) lead to standard
local determining equations, while for F having the form of integro-differential
equations formulas (4.2.19) can be treated as nonlocal determining equations as
they depend both on local and nonlocal variables. As we treat local and nonlocal
variables in determining equations as independent it is possible to separate these
equations into local and nonlocal. The procedure of solving local determining equa-
tions is fulfilled in a standard way using Lie algorithm based on splitting the system
of over-determined equations with respect to local variables and their derivatives.
As a result we get expressions for coordinates of group generator that define the
so-called group of intermediate symmetry [7]. In the similar manner the solution of
nonlocal determining equations is fulfilled using the information borrowed from an
intermediate symmetry and by “variational” splitting of nonlocal determining equa-
tions using the procedure of variational differentiation. Therefore, the algorithm of
finding symmetries of nonlocal equations appears as an algorithmic procedure that
consists of a sequence of several steps: (a) defining the set of local group variables,
(b) constructing determining equations on basis of the infinitesimal criterion of in-
variance, that employs the generalization of the definition of the canonical operator,
(c) separating determining equations into local and nonlocal, (d) solving local deter-
mining equations using a standard Lie algorithm, (e) solving nonlocal determining
equations using the procedure of variational differentiation.

4.2.4 Prolongation on Nonlocal Variables

To complete we describe the procedure of prolongation of a symmetry group on
nonlocal variables, say in the form of the integral relation

J(u) =/ﬁ(u(z)) dz. (4.2.20)
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To fulfill this procedure one should first rewrite the operator, say Y, in a canonical
form and then formally prolong this operator on the nonlocal variable J

Y + 378 =30, + 57 9;. (4.2.21)

The integral relation between s and s/ is obtained by applying the generator
(4.2.21) to the definition of J, i.e. to (4.2.20). Substituting the explicit expression for
the coordinate »¢ of the known operator Y and calculating integrals obtained gives

the desired coordinate 7,

RO

» _/ 50 (2) »#(z)dz
2/59@(1’))
h Su(z)

»#(z)dzd7 = / Fu(2)dz. (4.2.22)

4.3 Symmetry of Plasma Kinetic Equations in One-Dimensional
Approximation

This section discuss the symmetry of Vlasov—-Maxwell equations (4.1.1)—(4.1.3)
for plane (one-dimensional) geometry. We start with the case of a one component
non-relativistic electron plasma (electron gas) and proceed with a set of different
models, including multi-component plasma, relativistic plasma, plasma with neu-
tralizing moving and stationary ion background.

4.3.1 Non-relativistic Electron Gas

Consider the system of Vlasov—Maxwell equations (4.1.1)—(4.1.3) for charged elec-
tron gas. In case of non-relativistic motion of electrons in the self-consistent electric
field E the one-dimensional Vlasov kinetic equation for the distribution function f
is written as follows:

fz+vfx+%Efv=0. 4.3.1)

Here the potential field E obeys the Poisson equation and the corresponding
Maxwell equation

E,=4np, E;+4nj=0, (4.3.2)

and charge density p and current density j are expressed as the integrals

p:em/dvf, j:em/dva (4.3.3)

over electron velocities. Momentarily, we will assume that the charge ¢ and mass m
of the electron (parameters of the system) are invariants. The dependent variables
E, j, and p are functions of two arguments, time ¢ and coordinate x,

E=E(t,x), j=jt,x), p=pt, x), (4.3.4)
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and the distribution function

f=rf@x,v) 4.3.5)

has three arguments, ¢, x and electron velocity v. It follows from (4.3.4) that electric
field intensity E, current density j, and charge density p are independent of electron
velocity v. Hence we have three additional differential constraints

E,= 0, jv =0, Pv = 0, (436)

which should be used in group analysis of the system (4.3.1)—(4.3.3) as well as
compatibility condition for the field equations (4.3.2), known as continuity equation,

pr — jr =0. 4.3.7)

The coordinates & and n of the Lie point symmetry group generator

a ad d ad ad d ad
X=gl ot & & s s (438)

ov af oE aj P
are considered as functions of the seven variables
t,x, v, f, E, J, p. 4.3.9)

These coordinates are solutions to the determining equations, which, in turn, appear
as necessary and sufficient conditions for the invariance of system (4.3.1)—(4.3.3),
(4.3.6) with respect to the group with generator (4.3.8). Local (differential) deter-
mining equations can be stated and solved directly in terms of the generator (4.3.8).
In this section we however use the canonical form

3 3 3
Y= — 42— 45— 44—, (4.3.10)

for the generator (4.3.3), which offers substantial advantages in the group analysis
of the complete system of Vlasov—Maxwell equations because of non-locality of the
system.

4.3.1.1 Non-relativistic Electron Gas: The Solution to the Local Determining
Equations

The invariance conditions for Vlasov kinetic equation (4.3.1), the field equations
(4.3.2), and (4.3.6) with respect to the group with canonical generator (4.3.10) are
given by the six local determining equations

e e
Df<%1)+va(zl>+EEDUWIHE%va:o,
Dy () =475, D, (%) = —4msd, (4.3.11)
Dy(:*) =0, D,(*)=0, D,(»*=0,

which should be solved with taking into account the fact that the group variables
(4.3.9) and the corresponding derivatives are related by the manifold (4.3.1)—(4.3.3),
(4.3.6) and (4.3.7). Here we use the standard notations (see, e.g. Chap. 1) for the
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operator of total differentiation D; with respect to the group variable indicated by
the subscript. For example, the operator D, of total differentiation with respect to v
is given by

0

d a a a
D,=— — — — —+---. 4.3.12
v 8v+f”af+f“’aft+f”8fx+f””af,,+ ( )

The solution of the system of local determining equations (4.3.11) is given by the
following formulas for the coordinates s of the generator (4.3.10):

w=n'—fig! - f [x<A4 + %sﬁ) +/3} — fo [v<A4 —~ %s)) + %xa‘, +ﬁz]
%2 = E[A4 - ESZI] + ﬁ[lx%—l‘lﬁ +ﬂlt] - Et%—] - Ex I:X(A4 + lf;) +/3]s
2 el 2 2

. 5 1 3
= J |:A4 - 5511:| + pl:ixé,ll + ﬁt:| + S_JTE%-[][ (4.3.13)

m 1 1 | . 1 1
- dre Ex‘gnn""ﬁttt _]t‘i: — Jx|X A4+§§t +ﬁ s
= =208l - gl — gt = ool A+ 28)) + 8],
t 87‘[8 ttt 2 t

The coordinates (4.3.13) depend upon three arbitrary functions

En, B, n'(f) (4.3.14)

and A4 is an arbitrary constant. The group symmetry with the generator (4.3.10)
and coordinates (4.3.13) admitted by the system of equations (4.3.1), (4.3.2), (4.3.6)
will be referred to as the intermediate group symmetry of the complete system of
the self-consistent field equations (4.3.1)—(4.3.3). The symmetry is generated only
by the differential equations in the integro-differential Vlasov—Maxwell system and
does not take into account integral terms in the material equations (4.3.3), which de-
termine charge and current densities of electrons. The intermediate group symmetry
(4.3.10), (4.3.13) plays an auxiliary role in obtaining the final equations for the coor-
dinates & and n of the generator (4.3.8) of the desired Lie group. The charge density
p and the current density j have a concrete physical meaning. By introducing them
as independent group variables in the set (4.3.9) along with ¢, x, v, f, and E, we
divide the group analysis of the local and the nonlocal part of the Vlasov—Maxwell
system into two stages. The intermediate symmetry (4.3.10), (4.3.13) completes the
local group analysis of the system. In what follows we shall see that the nonlocal
determining equations appearing as invariance conditions for the material equations
(4.3.3) with respect to the sought Lie group eliminate the arbitrary dependence of &,
B and n' ont and f.

4.3.1.2 Non-relativistic Electron Gas: Nonlocal Determining Equations and
Their Solutions

Since the material equations (4.3.3) are nonlocal (they involve integration of the
distribution function f and of the product vf over the electron velocity v), the
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differentiation with respect to f in the first term of the canonical generator (4.3.10)
should be generalized so as to act not only on functions of f but also on linear
functionals (4.3.3) of f. Hence, we represent this term as the integral of variational
derivative with respect to f with weight »! over electron velocity v:

zli = [ dvs' (v) ) )
af 8f(v)
For brevity, we indicate only the integration variable v as an argument of f and
of »!. Our shorthand notation implies that the coordinate s! (v) of the canonical
generator in (4.3.15) stands for the following extended expression in (4.3.13), de-
pending on integration variable v:

(4.3.15)

1
Ay =0 (ft,x,v) - filt, x,v) — [x <A4 + 5511> + ﬂ} fe(t,x,v)

1 1
— |:v (A4 - 55}) + Exs,lt + /3,] fo(t, x, v). (4.3.16)

When applied to functions of f, the operator of the differentiation with respect to
f in (4.3.15) gives the usual result, i.e. it coincides with the ordinary differentiation
with respect to . When applied to linear functionals of f, i.e., to the charge and
current densities (4.3.3), the derivative in (4.3.15) permits us to introduce the varia-
tional derivative on the right-hand side in (4.3.15) under the integral over v together
with the coordinate »! of the canonical generator (4.3.10).

Substituting (4.3.15) in (4.3.10) and using the a well-known identity

8

M =5 (U _ U/) ,
3f ()

where § is the Dirac delta-function we obtain the invariance conditions for the inte-

gral material equations (4.3.3) with respect to the Lie group with canonical generator
(4.3.10), the nonlocal determining equations [7, 8]

(4.3.17)

%4—em/dv%1 =0, » —em/dvv%l =0. (4.3.18)

The integration in (4.3.18) is over all values of v, just as in (4.3.3) and (4.3.15).
Let us consider the first of the two determining equations in (4.3.18) in more detail.
Substituting the coordinates »! and »* from (4.3.13) into the determining equa-
tions in question and taking into account (4.3.3) for charge density p, we reduce the
determining equations to the simple form

em/dv[nl(f(v)) + f)A 0] - JZ—es}n(t) —0. (4.3.19)

The coefficient " in the product % f in the integrand on the left-hand side in
(4.3.19) is independent of v and f’; specifically, we have

H(t) = Ay + %s). (4.3.20)

The derivation of the determining equations (4.3.19) involves integrating by parts
with respect to v, which removes the derivative f; from the integrand in the nonlocal
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term in the original determining equations. The resultant antiderivative f is assumed
to vanish at the ends of the infinite integration interval, that is,

f—0, v— $oo. (4.3.21)

The determining equations (4.3.19) is a linear nonhomogeneous integral equation
for !, which can easily be solved. According to the general ideas of Lie technique,
(4.3.19), as well as any determining equation, is an identity with respect to the group
variable f. Therefore, it remains valid after differentiating with respect to f. Since
the determining equations (4.3.19) is an integral equation, we should use variational
differentiation with respect to f rather than ordinary differentiation. Taking into
account that nonhomogeneous term proportional to Ezlzz in (4.3.19) is independent
of f, we obtain:

)
5f ()
The nonlocal equation (4.3.19), which is an identity with respect to f, should
be combined with its differential corollary (4.3.22) in the sense that a solution

to (4.3.22) is also a solution to (4.3.19). Introducing the variational derivative in
(4.3.22) under the integral over v,

8f(v)
dv{n} +#} ——— =0. 4.3.23
[l + @329
and evaluating the integral over v with the aid of the delta-function (4.3.17) that ap-
pears in the integrand, as a consequence of (4.3.19), we obtain a first-order ordinary
differential equation for the dependence of the coordinate n' of the determining
equations (4.3.8) on f:

/ dv[n' (f ) + fF)H @)] =0. (4.3.22)

np+ A =0. (4.3.24)
Its solution depends on one arbitrary constant
n'=—Jf+A. (4.3.25)
Since the coordinate 5! is independent of 7, we immediately obtain the condition
J=0 (4.3.26)

imposed on the coefficient JZ~ of the determining equations (4.3.19). It follows from
(4.3.20) and (4.3.26) that

g =o. (4.3.27)

As was mentioned above, it is necessary to consider (4.3.25) for n', appearing as a
direct consequence of variational differentiation (4.3.9) of the determining equations
(4.3.19) with respect to the distribution function f, together with (4.3.19):

+o00
m
em / dvA — %g}n(t) =0. (4.3.28)

—00
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In view of (4.3.27), the second term on the left-hand side in (4.3.28) is zero. There-
fore, (4.3.28) is reduced to
+00
Aem / dv=0, (4.3.29)

—o0
whence follows that the integration constant A in (4.3.25) is zero, that is, we have
n'=—Jf. (4.3.30)
The integration of (4.3.30) yields
el(t) = A; + 24351 (4.3.31)

We insert the explicit formula (4.3.31) for the dependence of £! on 7 into expression
(4.3.20) for the coefficient .#" and obtain

A =3A3+ Ag, (4.3.32)
whence follows the definite expression for the coordinate
n'(f)=—GAs+ A9 f. (4.3.33)

Equations (4.3.31) and (4.3.33) are the basic result of solving the first nonlocal
determining equations in (4.3.18) and define explicit dependence of £ and 1 on ¢ and
f in the intermediate group symmetry (4.3.13). The second nonlocal determining
equations in system (4.3.18) pertains to the invariance of electron current density
with respect to the admitted Lie group. By substituting the extended expressions for
the coordinates 3 and s from (4.3.13) into this determining equations, we easily
reduce it to the following linear nonhomogeneous integral equation for ', which is
similar to (4.3.19):

3 mx m
em/dvv(n] + fH)+ 8_71E§’1t - %Ellm — P =0 (4334

The passage from (4.3.18) to (4.3.34) involves integration by parts with respect
to v. Here we take into account conditions (4.3.21), which state that the electron
distribution function f decays rapidly for large velocities. The coefficient " in the
product # vf in the integrand on the left-hand side in (4.3.34) has the same form
(4.3.20) as in (4.3.19). Hence, taking into account (4.3.27) and (4.3.30), we see that
the determining equations (4.3.34) is reduced to B;;; = 0, which implies

1
B(t) = Ay + Ast + §A6t2. (4.3.35)
Substitution of (4.3.31), (4.3.33) and (4.3.35) into (4.3.13) yields canonical coordi-

nates that satisfy determining equations (4.3.11), and (4.3.18), and therefore define
the sought for group symmetry
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w = = Arfy = Ao fx = A3 Gf +2tf, + xfy — vf) — Aa(f + xfx + vf)

2
t
— As (tfx + fv) — Ag <Efx +tfv> s
3= — AyE, — AyEx — A3 BE + 2tE; + xEy) — Ay (—E + xE)

12 m
— AstEy —Ag | —E, — — ),
3 . 2 el . (43.36)
w = —Ajir — Azjx — A3 (5j +2tjr +xjx) — Aa (=] + Xjix)
2
. .
— As (tjx — p) — As (5135 - tp) ,

st = — A1pr — Ay — A3 (4p +2tp; + xpy) — Asxpy

t2
— Astpy — Ag <E> Px-

Formulas (4.3.36) refer to the following six basic generators, written in a non-
canonical form [7]:

X1 = 9 X 9
l—at» 2= ax
0 0 d 0 0 0 0
X3=2t—+x——v——3f——-3E— —5j— —4p—,
ot ox v of oE aj Je) 4337
X 8+8 fa+E8-|-'a X l‘8-|-8-|-8 (4337
=x—4v—— f— — — =4 — —,
ST T T TR T e T T TP
¥ >0 o . m3d
T 2ax v eaE "D
The set of generators (4.3.37) span the six-dimensional Lie algebra
Le= (X1, X2,..., X¢). (4.3.38)

Generators (4.3.37) of the six-parametric continuous point Lie group admitted by
the Vlasov—Maxwell equations (4.3.1)—(4.3.3), have clear physical meaning: the op-
erators X1 and X, describe translations along ¢t and x-axes, the generator X3 and
X4 relate to dilations, which can be easily verified, and the generators X5 define the
Galilean transformations. The finite transformations corresponding to the generator
X have the following form for each of six variables (4.3.9):

f=t; +a—t2 v=v+at; f=f
=t x=x s v=v+tat; f=f;
2 (4.3.39)
— ma - . _
E=E+7;]=]+at/0;/0=,0~

In mechanics, the one-parameter transformation group with generator X¢ can be
interpreted for the first three equations in (4.3.39) as the transformation of variables
due to passing into a coordinate system moving linearly with constant acceleration
a = const with respect to the laboratory frame.
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4.3.1.3 Including Electron Charge and Electron Mass into Group
Transformations

The set of group variables (4.3.9) can be extended by involving the parameters e and
m of the Vlasov—Maxwell equations (4.3.1)—(4.3.3) into the group transformations

d d d
X= s +s s3£+s4 55
1 0 5 0 8 4 0
— — — — 4.3.40
+1! af+'7 + 7 8]+n Py ( )

The extension adds two more basis generator to the algebra (4.3.37), (4.3.38). They
correspond to the dilations of electron charge and mass:

a a a a a a
X7 =e— — -2 Xg=m— — —. (4341
1= T ff s=mom TEGE TG TPy, 434D
The operators (4.3.41) commute with each other and with all operator (4.3.37), so

that the set (4.3.37), (4.3.41) is the eight-dimensional Lie algebra
Lg=(X1,X2,..., X6, X7, X3). (4.3.42)

If the electron charge and mass are not invariant, then the general operator of the
continuous point Lie group admitted by the Vlasov—Maxwell equations (4.3.1)—
(4.3.3) is given by

X=) Agle.m)Xy. (4.3.43)
a=1
It corresponds to an infinite group with continual arbitrariness given by eight func-
tions Ay depending on two of the nine variables

t,x,v,e,m, f,E, j,p (4.3.44)

and can be obtained by solving local and nonlocal determining equations for the
coordinates of the generator under the conditions
f=f@tx,v,e,m); E=E(t,x,e,m);
(4.3.45)
J=jt,x,e,m); p=p(t,x,e,m)
in a way similar to that given in the previous sections.

The infiniteness of the Lie group (4.3.44), (4.3.37), (4.3.41) is due to the fact that
the parameters e and m that are arbitrary elements of the group classification are
included in the set of the group variables (4.3.44). This procedure that looks trivial
from the group analysis viewpoint is typical in “classical” renormalization group
method in quantum field theory (for details see Sect. 4.7). In the similar manner to
take into account the relativistic motion of electrons, we have to introduce a third
parameter, namely, the light velocity in vacuum (denoted by c). We can pass to
relativistic velocities also in the one-dimensional approximation with the same field
equations (4.3.2). In doing so, the one-parameter Galilean group with the generator
X5 from (4.3.37) is transformed into the Lorentz group and is inherited (in the sense
of [11, 12]) in an arbitrary order with respect to the parameter v/c, which takes into
account the finiteness of the light velocity. This will be demonstrated in Sect. 4.3.2.
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4.3.2 Relativistic Electron Gas

The one-dimensional system of self-consistent field equations (4.3.1)—(4.3.3) for
charged relativistic electron gas is modified as follows:

fi+vfe +eEf, =0, p:e/dpf, j:e/dpfv. (4.3.46)

In contrast to (4.3.1) and (4.3.3), instead of electron velocity v we use moment p,
which can be expressed in terms of v by the well-known equality

p=mvy =mv(l —(v/c)z)il/z, (4.3.47)

where y is the relativistic factor. Using (4.3.47) and passing from electron moment
p to electron velocity v in (4.3.46), we obtain the equations

e
ft+vfx+%7/_3Efv=Oa (4.3.48)
tc +c
p= em/dvy3f, j= em/dvy3fv, (4.3.49)
—c —c

which differ from (4.3.1) and (4.3.3) in that the relativistic factor y > 1 is taken
into account. In finding symmetry of the integro-differential system of equations
(4.3.48), (4.3.49), (4.3.2), and (4.3.6) we assume that not only time ¢, coordinate x,
and electron velocity v but also charge e, electron mass m, and light velocity ¢ are
independent variables.

Onmitting the calculations akin to that were done in the previous Sect. 4.3.1 we
present the final expression for the group generator in the form of a linear combina-
tion of seven basic generators with the coefficients A, that are arbitrary functions
of three variables [7]:

7
X=) " Ayle.m, c)Xa.

a=1
=L x,=el
PR c—,

T TP %

9 9 9 9 9
Xymtedx— —2fr —E 2L _0p L
P TR VR A TR

1 2 2 2 0 2
Xo=-(xZ + 2 e 2 4i2), @350
4 c<xa et T e (4.3.50)
X 4ol iy
=x—+v—+c—— f— — ,
ST T 0 T % T oy TRRE T
Y 0 g0 0,
= m— —_— JE— —,
6=y oE 19 T %
9 9
Xr=e— tm— —2f 2.
1= T~ or
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The generators (4.3.50) span the seven-dimensional Lie algebra
L7 =(X1,X2,...,X7) 4.3.51)

with numerical structural constants. The last three generators in (4.3.50), which de-
termine the dilations of electron charge and mass and of light velocity, commute
with all remaining generator in (4.3.50) and with one another. The first four gener-
ators in (4.3.50) form the four-dimensional subalgebra

Ly= (X1, X2, X3, X4). (4.3.52)

The finite transformations given by solutions to the Lie equations for the generator
X4 (the Lorentz transformations) correspond to hyperbolic rotations in the planes
(ct,x) and (cp, j), and to the linear-fractional transformation of electron velocity v
with group parameter a:

t = tcosh(ac) + (x/c) sinh(ac), X = x cosh(ac) + ct sinh(ac),

? = (v + ctanh(ac))(1 + (v/c) tanh(ac)) ™",
_ (4.3.53)
0 = pcosh(ac) + (j/c)sinh(ac), j = jcosh(ac)+ cp sinh(ac),

e=e, m=m, c=c, f=f, E=E.
The generator X4 from (4.3.50) and its finite transformations in the form (4.3.53)
extends the Galilean generator X5 from (4.3.37) to the relativistic domain of elec-
tron velocities. Comparing the algebras (4.3.37) and (4.3.50) of the point symmetry
groups we see that transition from non-relativistic to relativistic electron gas deletes
the generator X¢ from (4.3.37).

The algebra (4.3.50), (4.3.51) is fairly consistent with the physical ideas on
the symmetry of system (4.3.48), (4.3.2) and (4.3.49), developed in the theory of
plasma. The characteristic feature of the system is in that the relativistic effects are
taken into account for electron motion but the finite value of light velocity c is ig-
nored in the field equations (4.3.2) in one dimensional approximation. However, we
can extend the scope of the method by taking into account the three-dimensional rel-
ativistic motion of electrons in self-coordinated electric field E and magnetic field
B obeying the Maxwell equations. This is done in Sect. 4.4.1.

4.3.3 Collisionless Non-relativistic Electron—Ion Plasma

In this section we turn to a model that contains two plasma particle species, namely
electrons and ions. It means that the basic system of equations should be supple-
mented by the kinetic equation for the ion distribution function f and the corre-
sponding items in the field equations,

e — _ e _
fl+vfx+EEfv=O: ft+vfx+EEfv=O,

p=/du(emf+énaf), j=/dvv(emf+én_1f), (4.3.54)
E.=4np, E;+4mj=0.
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The solution of the local and nonlocal determining equations for non-relativistic
Vlasov—Maxwell equations for electron—ion plasma is fulfilled in the same root as
for the electron gas model. The final result is given as the general element of the Lie
algebra of point symmetry operators of the Vlasov—-Maxwell equations (4.3.54) is
determined by the linear combination [8]

9
X=) " Ayle.m. &)X, (4.3.55)
a=l1
=2 x,=
l_at’ 2_8}(,"
o 00 9 9 9
—ul 4L 2352 3 ——3 250 4l
o Fax Vaw ff ! a7 o o T P
9
Xp=1— 4+ 2 ,
= T TP
X TR R (4.3.56)
=x—4+v——f——f— — , 3.
ST Ty e a7 T TeE T g
1 a 1 9 9 9 9
6 —_— X7=€—+m—_2f ,
em df emdf de om af
X B 4 0
= m— —_— —_— —_— _—,
8 om " CoE o TP %
) 9
Xo= e 4+ —2f .
0= T o 2 57

4.3.4 Collisionless Relativistic Electron—-Ion Plasma

This section presents the result of the symmetry group calculation for the relativistic
analogue of equations discussed in the previous section:

e
ft+vfx+—3Efv:Ov ft+vfx Efv—o
my y3
Ex=4np, E +47j=0, (4.3.57)
p:/dvy%emf—l—énﬁf), j:/dvy%(emf—i—énﬁf).

The Lie group admitted by the Vlasov—Maxwell equations (4.3.57) is a one-
dimensional analog of the group with algebra (4.3.50) provided that the parameters
e, m, e, m and c are invariant [8]:

Ls = (X1, X2, X3, X4, X5), (4.3.58)
X 9 X 9
= —, =c—,
S TA A T
0 9 0 0 0 8
Xs=t—+x——-2f—— f —E—-2j—-—-2p—

ar | ax af af OE 3j ap
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1 d d d d d
X — +chr— VYy—+p—+j— ). 4.3.59
4= C(xat—f-c P + (2 - )8v+c'08j+]8,0) ( )

Here the first, second, and fourth generators coincide with those of algebra L4 for
the relativistic electron gas. The dilation generator X3 in (4.3.59) differs from the
corresponding generator in (4.3.50) by the term (—2 9 Jz) containing the ion parti-
tion function f. The quasi-neutrality operator X5 in (4.3.59) is new as compared
with the four-dimensional “electron” algebra (4.3.52) in Sect. 4.3.2. Taking into
consideration transformations of parameters, we obtain the four generators

el PR
=c—+x—4+v——f——f— —
T P T YA T TS
X A S AL
=-—m— +m— N _
T T om T E Ja] Pop’
) ) (4.3.60)
Xg= e 4 —2
8= T faf
9 )
Xo= e Y
9= e T om ff

in addition to the basis (4.3.59).
The general element of the Lie point algebra is a linear combination of nine
generators with coefficients that are arbitrary scalar functions of five variables,

9
X =) Ayle.m i, c)Xq. (4.3.61)
a=0

We omit the calculations that lead to (4.3.59)—(4.3.60), since they just reproduce the
calculations made above.

Sections 4.3.3 and 4.3.4 demonstrate the point symmetry of kinetic equations
of collisionless electron—ion plasma. Two additional Lie groups admitted by the
Vlasov—Maxwell equations of quasi-neutral plasma are presented in the next sec-
tions. In contrast to present section, these equations correspond to a simplified model
of electron plasma, i.e., we consider ions as a positively charged background neu-
tralizing the negative charge of the electron plasma. Thus we omit the kinetic Vlasov
equations for the ion distribution function and describe ions by means of “hydrody-
namic” parameters.
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4.3.5 Non-relativistic Electron Plasma Kinetics with a Moving
and Stationary Ion Background

The non-relativistic one-dimensional equations of self-consistent fields for electron
plasma with moving positive homogeneous ion background neutralizing the charge
of electrons read

it vfet SEfy=0; E.=4np, E, +41j=0,
" (4.3.62)
p:em/dvf—i—én, j:em/dvvf—i—énu.

Here f is the partial function of non-relativistic electrons with charge e < 0 and
mass m. The parameters e, n, and u correspond to the ion charge (e > 0), ion den-
sity n, and ion velocity u, respectively. Unlike the case of the electron—ion plasma
(Sect. 4.3.3), the ion mass m is not involved in (4.3.62) and the ion motion is de-
scribed by the term enu in the plasma current density j. Group analysis of (4.3.62)
give rise to a ten-dimensional Lie algebra Lo with numerical structural constants

[8]:

Lio= (X1, X2,..., X10), (4.3.63)
10 u 0

X]:-—, X2:——’
w ot w 0x

ad 0 0 d
X3=(x —ut)— —u)— — E— — —
3=(x u)ax+(v ”)au f8f+ 8E+(J up)
. ad 0 _ . 0 _ 0
X4 = sin(wt) — + wcos(wt) — + 4mwen sin(wt) — + wcos(wt)(p — en) —,
ox av oF aj

0 0 0 0
X5 = cos(wt)— — wsin(wt)— + 4mwen cos(wt) — — wsin(wt)(p — en)—,
ax av oE aj

3 3
Xo =l — +u— +u— +up—,
6= T TS +u'08j
3 9 3 3 3 3
VI N P ——3f—— EZ —5; 2 _4p
ot ax Vav . an “au of oE 5 op
9 9
Xs—me— 4m—L —2f 2
T
Xo = oy 12y _d 0
o=m on TU9E T TP 0T % T

(4.3.64)

Here w is the well-known Langmuir electron frequency

< 4neén)l/2
w=|- .
m
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The general element X of the Lie algebra is a linear combination of all generators
10
X =) Ayle.m & n,u)Xq, (4.3.65)
a=1
with coefficients A, which are arbitrary functions of the five variables
e.m,e,n,u. (4.3.66)

Parameters (4.3.66) are invariants of the first five generators (4.3.64) and when the
ion velocity is zero, u = 0, these generators correspond to the result obtained in [5].
The additional terms, which are missing in generators obtained in [5], take into
account the transformation of the plasma current density j (which is equal to the
electron current in the limit (4.3.62)), while the plasma charge density p is invariant.
These terms are the prolongation of the group in [5] to the nonlocal variables

p:em/dvf+én, j=em/dvvf, (4.3.67)

and can be omitted in case we consider the group of transformations in the space of
group variables {¢, x, v, f, E}.

The generator Xg in (4.3.64) is due to the nonzero ion velocity u included in the
set of variables (4.3.66) together with all variables involved in group transforma-
tions. By doing this we preserve an analog of the Galilean subgroup in the admitted
Lie group, which is absent in the five-parameter group [5] (here a is a group param-
eter):

t'=t, X'=x+E —Dut, vV=v+E —Du, e =e, m' =m,
eé=e, n'=n, u=ue f=F (4.3.68)
E'=E, p'=p, j=j+(" —Dup.

This example shows the importance of including parameters into group transforma-
tions.

4.3.6 Relativistic Electron Plasma Kinetics with a Moving Ion
Background

In this section we present the result of the symmetry group calculation for relativistic
equations generalizing (4.3.62):

e
ft+vfx+m—y3Efv=0; Ey=4mp, E;+4mj=0,

p=em/dvy3f+én, j=em/dvy3vf+énu, (4.3.69)

—-1/2
y=[1-w/e?] "
An infinite symmetry group admitted by (4.3.69) is given by a linear combination
of the eight generators [8]
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8
X=) Agle.m.é.nu,c)Xy. (4.3.70)
a=1
=2 x
= —, =c—,
T TP %
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Xymie oy —p— —2f L gL i L 0y L
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1 9
PO I L 22 22
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2 22, 43.71
+un8n+0p8j Jap] ( )
) 9
Xs=e— 2,
T
X F—+ L2y Xymot _p
=m—+n— —+j— , =e—-—n—,
6="3 P oE 1o TP =% "on

X 0 + 0 + 0 + 0 f 0 + E +J 0
=c—+x—+v—+u—— f— — —

8 ac ox v du af / j

This example again shows the importance of the inclusion of the parameters into the

group transformations: the six generators in (4.3.71) are due to the noninvariance of

the parameters.

4.3.7 Non-relativistic Electron-Ion Plasma in Quasi-neutral
Approximation

Essential progress in studying dynamics of plasma expansion and acceleration of
ions was achieved by use of quasi-neutral approximation [13, 14], suitable for de-
scriptions of plasma flows with characteristic scale of density variation which is
large in comparison with Debye length for plasma particles. In this approximation
charge and current densities in plasma are set equal to zero, that essentially sim-
plifies the initial model with non-local terms. Thus, instead of the complete system
of Vlasov—Maxwell equations (4.1.1)—(4.1.3) with the corresponding material rela-
tions here we will only use the kinetic equations for particle distribution functions
for various species

f A+ ufd 4 (ea/ma)E(t, x) ff =0 (4.3.72)

with additional non-local restrictions imposed on them, which arise from vanishing
conditions for the current and the charge densities

/dv Y eaf*=0, /dvv Y e f*=0. (4.3.73)

At that the electric field E is expressed through the moments of distribution func-
tions:
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2 —1
E(t,x) = (/dvvzaxZeaf“></de;—“f“> . (4374

Equations (4.3.72), (4.3.73) describe one-dimensional dynamics of a plasma, which
is inhomogeneous upon the coordinate x; thus the distribution functions of particles
[ depend upon ¢, x and the velocity component v in the directions of plasma
inhomogeneity.

The group of point Lie transformations admitted by system (4.3.72) and (4.3.73)
is specified by the following set of infinitesimal operators [14]:

v d 9 _, 9 0
Yo T o Ty TV TN TV
9
Xs = « & xe=1— ,
s=)_f ape o=l Ty
“ 4 ) , (4.3.75)
X7 =t"— Ix— — vt y
7 5 + x8x+(x v)8
1 9 1 9

with the general element of the algebra represented by their linear combination

7
X:ZCij+ZbaXa. (4.3.76)
j=1 «

In the operators X, in system (4.3.75), Z, = ey /|e| is the charge number of the
particle species «, and the index o + 1 denotes the particle species that follows «.
The operators X, exist only in plasma with the number of particle types larger than
or equal to two and their number is less than the number of plasma components by
one. Transformation of charge and mass of particles are not included in (4.3.75).

The method for calculating the admitted symmetry group used here qualitatively
differs from the method used earlier in Sect. 4.3 in that the electric field E is treated
not as one of the dependent variables but as an unknown function of the variables ¢
and x, E (¢, x). This case of finding the symmetry logically follows from the simpler,
quasineutral model of plasma (4.3.72), (4.3.73) in contrast to the complete system
of Vlasov—Maxwell equations (4.3.1)—-(4.3.3). It is easy to verify that the transla-
tion operators X and X, the Galilean transformation operator Xg, and the quasi-
neutrality operators X, are contained in the symmetry group obtained in Sect. 4.3.3
by a different method without assuming that E is an arbitrary function of two vari-
ables to be determined. The two dilation generators specified in (4.3.56) are obtained
by combining the three expansion operators X3, X4, and X5 from (4.3.75) and by
adding the contributions responsible for the dilation transformations of the electric
field E, charge density p, and electric current density j. The projective group op-
erator X7 is new among the generators (4.3.75). Since here, in contrast to (4.3.54),
we chose a different normalization of the particle distribution functions, the quasi-
neutrality generators, X, contrary to (4.3.56) contain factors that do not depend on
particle mass.
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4.4 Group Analysis of Three Dimensional Collisionless Plasma
Kinetic Equations

In this section we calculate the point symmetry of the self-consistent field equations
for three dimensional kinetic models of collisionless plasma. In the first subsection
the group analysis is fulfilled for the three-dimensional kinetic equations of relativis-
tic electron gas. In the second one the same is done for the model of quasi-neutral
multi-species plasma.

4.4.1 Relativistic Electron Gas Kinetics

We start with the equations of kinetic theory for collisionless relativistic electron
gas, described by the system of equations (4.1.1)—(4.1.3) where only one parti-
cle species, electrons, are taken into account. As in one-dimensional case, (4.1.1)—
(4.1.3) should be supplemented by additional differential constraints

E,=0, B,=0, j,=0, p,=0, 4.1

which explicitly show that electromagnetic fields and momenta of the distribution
function do not depend on the electron velocity v.

The canonical group generator Y of the continuous point Lie group admitted by
system (4.1.1)—(4.1.3), (4.4.1) has the form

3 3 3 3 3
Y=u— 22— 23—y (4.42)
af IE IB 3j ap

where the first term is given by the following three-dimensional relativistic analog
of representations (4.3.15) in Sect. 4.3.1:

10 dvse! (v) —

3f 8f ()
As in (4.1.2), the integration domain in this formula is the sphere |v| < ¢ of ra-
dius c. The procedure of symmetry group construction is similar to that in the one-
dimensional case though calculus are a little bit more tedious here. As a result we
get the group that is represented by the following basic generators [6, 8] (for conve-
nience, they are written in a non-canonical form):

(4.4.3)

0 0

Xo=—, Xi=c—,

Jt 0x;
vi= el vy )=
j=— c c — VjVs) —
T 8 0Xx; " e vy

B, — 9 + Es 9 +c 0 + 9
— Cé; ce _— _—
isk IEL isk aB ;0 3j; Ji— ap 44d)

V4 9 + 9 + E;—— 9 + B, — 0 + 9
] — €} Xg Vg —
i isk s 8 FIS IEL s 9B Js i
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Xomt o yn oy g0
ot 8xs Bf aEs
g0 0,0
saBS Js s Pap-

Here summation is performed over repeated indices, §;5 and e;s are the Kronecker
symbols of the second and the third order, 1 <i, s, k <3.
Generators (4.4.4) form the 11-dimensional Lie algebra

Ly =(Xo0,X,Y,Z, Xy4) (4.4.5)

and any infinitesimal operator in (4.4.4) has a simple physical meaning. The gen-
erators X and X correspond to time and space translations, respectively. The op-
erator Y generates Lorentz transformations, which do not involve the distribution
function f, e.g., hyperbolic rotations in the planes (ct, x) and (cp, j) and linear-
fractional transformations of the electron velocity v. Lorentz transformations of
vectors E and B correspond to the transformation of the 4-tensor of electromag-
netic field (see [15, §22, 23]). The operator Z generates rotations. The operator
X4 generates dilations, and it is the only group transformations in (4.4.4) which
involve f.
The 10-dimensional algebra of the Poincaré group,

Lio=(X0,X,Y,Z) (4.4.6)

isincluded in (4.4.5), L1o C L11, and it also appears in the independent (local) group

analysis of the Maxwell equations (4.1.2),
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2 9
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2 0

a d a
i gt 4.4.7)

X=£ ;
B aj ap

+& +7

as a subalgebra of the 16-dimensional algebra
Lis=(X0,X,Y,Z,Up, U, X4, Xs) (4.4.8)

of the conformal group admitted by (4.1.2). Here the scalar Uy and the vector U
operators are given by

Uo= 1| 22 32 4 2 2 — et Boxg)
=—|=( X*)— + c’txi— — c(2ct E; — eisx Byxp) —
0722 ot "ox; Y

0

—c2ctB; + ejsk Egx
( i iskLs k)aB,'

ad d
+ (=3t + pxi)— + (—3tpc® + j,-xi)—],
i dp

1 ] I 5, 5 0l
U= - IXiE + | xixs + E(C t° —X")dis F + | xEi — (E -x)dix 4.4.9)
S

a a
—2x; Ep — cte,-skBs> B—Ek + (kai — (B -x)éjx —2x; By + cteiskEs)ﬁ

. . . a . 0
+ (xkji = (J - 2)8ik — 3x; jk + *1p8ix) = + ()i — 3,0)61')—]
dJk ap
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The two last (scalar) generators in (4.4.8) generate the dilations

Xt3+82Ea 238 3'838
=t—+x;j— —2FE;,— —2B;,— — 3j;,— —3p—,
YT T e "E; aB, o o
) ) ) (4.4.10)
Xs=Ei— + B; i—+p—.
S=EE T PE T TP

The invariance conditions for the kinetic Vlasov equation (4.1.1) violates the con-
formal part (4.4.9) of group (4.4.8) when the intermediate group symmetry is taken
into account. Adding the dilation operators (4.4.10) and “correcting” the sum by tak-
ing into account the dilation of f we obtain a “prototype” of the generator X4 in the
algebra (4.4.5). Thus, using the relation between the algebras L1, L1 and L1¢ we
can interpret the result (4.4.5) in terms of the group symmetry of the Maxwell equa-
tions (4.1.2). The nonlocal determining equations yield the contribution (=2 fdy)
into the generator X4 in (4.4.6); this term cannot be obtained from the standard
group analysis, but it is easily reproduced from physical considerations.

Including parameters e, m, and c in the set of group variables of the system under
consideration we add three scalar generators to (4.4.6) and thereby take into account
dilations of the electron charge, mass, and the light velocity ¢ in vacuum:

X O o g g 04,0
=m— —2f— — — — —,
5= om of T, T B, T TP
9 9 9
Xe=e— 4m— —4f— 44.11)

de om af
X a+ a+ 9 3f3+E +Ba+'8
=Cc— +txX— +v— —3f— — — .
T % T o, T o, af  "9E, 9B J‘Yajx

Then the Lie group of the Vlasov—-Maxwell equations (4.1.1)—(4.1.3) becomes in-
finite and the common element X of the operator algebra depending on 14 scalar
functions of three variables e, m, and c is given by [8]

7
X = ZAa(e, m,c)Xq +ble,m,c)Y + gle,m,c)Z. 4.4.12)
a=0

The group analysis of the equations of collisionless electron gas (single-component
charged plasma) performed in the present section is supplemented in the next sec-
tion by the group analysis of kinetic equations of a quasi-neutral multi-component
(electron—ion) plasma.

4.4.2 Relativistic Electron—Ion Plasma Kinetic Equations

In this Section we point to the distinctive features that arise for the symmetry group
of a multi-species electron—ion plasma (with k > 1 particle species), as compared
to algebra (4.4.5). Starting with Vlasov—Maxwell equations (4.1.1)—(4.1.3) in the
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most general form with 1 <« < k and adding (4.4.1) we come after fulfilling the
procedure used above to the following 11 + (k — 1)-parameter Lie group [6, 8]

Litya-1)=(X0,. X, Y, Z, X4, X"), 2<pu<k, (4.4.13)

including the Poincaré group as a subgroup. The first ten (scalar) generators of the
algebra (4.4.13) are listed in (4.4.5) and span the algebra (4.4.8). The infinitesimal
operator X4 in (4.4.13), in contrast to X4 in (4.4.9), includes dilations of all distri-
bution functions f¢:

k
3 3 3 3
Xg=togxgmee =25 L _ g L
A=t TN gf afk T JE,
3 9 3
Y LN FRLAN Y (4.4.14)
0B; Js ap

The algebra L4 -1y contains k — 1 new operators not included in L1 in (4.4.9);
these are the “quasi-neutrality operators”

1 0 1 0
Xt = — = —, 2<u<k, (4.4.15)
elmN3afl  en(mm)’ df ¢
typical for the multi-component plasma. The quasi-neutrality generator (4.4.15) de-
termines consistent translation transformations of the distribution functions f*.
Including 2k + 1 parameters (masses and charges of particles and light velocity in
vacuum) of multi-component plasma equations in the set of group variables yields
2k + 1 additional generators of dilations (1 < A, v <k)

k
Xs=c%+xsa%+vsa%—3;fqafiq+Esa%s+Bsaim+jsa%,
Lo, S 9 9 .9 9
X(,:(;m %—{;f a7a T Egg T Begg, Ty T
szeka_x"*' Aaaw_ Aajaf—k’
X”:e”aiv—l—m“aiv—élf“a;—v.

(4.4.16)

Then the Lie group admitted by the Vlasov—Maxwell equations (4.1.1)—(4.1.3) be-
comes infinite and its general element X depends on 3k +9 arbitrary scalar functions
of the 2k + 1 group variables e*, m®, and c:

6
X =) Ag(e*.m® )Xy +b(e* . m* )Y +g(e*.m*. 0)Z
a=0
k k k
+ Z Ap(e®,m®, c) X" + ZAA(e“, m®, c)X* + ZAU(e“, m®, c)X".
n=2

=1 v=1
(4.4.17)
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4.5 Symmetry of Vlasov—-Maxwell Equations in Lagrangian
Variables

This section is devoted to calculation of the symmetry group for the system of equa-
tions (4.1.5)—(4.1.7) that presents the Lagrangian formulation of the known Vlasov—
Maxwell equations (4.1.1)—(4.1.3). The infinitesimal operator of the admitted local
group of point one-parameter transformations in a standard form

3 3 3 3 3
gl L2930 o 9 2w 0
v A wi aw+2a:” aNaJr%:" Ve

0 0 a 0
R AR M e e

, 4.5.1)
IE 9B 3j ap

where coordinates Ei and nk depend upon ¢, r, w, N, V¥ E, B, j and p. In the
canonical form this operator is given as:

d ad d ad d d
Y = la =2 =3 Y =47 | =5Y 6_7
Xa:% R R R R TR,
P znla — 9N°, —%>201 — n2a —9ve,
—=3_ .3 __ —4_ 4
7z =1 9E, #Z =y 9B,
72 =0~ 2j, »*=n°—Dp,
7=8"0—E-V,) - (& Vu).
4.5.2)

The current and charge densities in (4.1.6) are moments of functions N* and V¢
and, similar to electric and magnetic fields in Maxwell equations (4.1.3), do not
depend upon the plasma particles velocity. This lead to additional differential con-
straints

Ey=0; By=0; j,=0; pu=0, (4.5.3)

that are obvious from the physical point of view, however essential for calculating
symmetries of Vlasov—Maxwell equations.

Following the procedure, fulfilled in the preceding section, we obtain the continu-
ous Lie point transformation group for Vlasov—Maxwell equations (with Lagrangian
velocity), which we present in a non-canonical form (compare to (4.4.5), (4.4.13) in
Sect. 4.4)
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B ra+2t8 B><8 + E><a +28+,8
=r—+4cr——c — |+c — |+cp—+j—
o1 or oE 9B P57 T a0

3
+ Z <N“V°‘8Na + Py — VO <V"‘ : ava)) ,
o

R ? + [V ) +|E i +|B ? +|J i
=|r X — X X — X — X —1,
or Ve IE aB || "5

d 0 0 .0 d
E- - —B o —2j 2
ON* oE 0B aj ap

3 9
D=L 4r 2 25 N
or ar ;

IR AR . . 0
Xoo =k (5 Sy’ + (Va s>);N e

(4.5.4)

The operators in (4.5.4) has a simple physical interpretation: P, = (Pg, P), where
n=0,1,2,3, specify translation in time and translation along the three components
of radius-vector r, B defines Lorentz transformations, consisting of hyperbolic rota-
tions (boosts) in the {cz, r} and {cp, j} planes, linear-fractional transformations of
the velocity V¥, transformations of the density N and transformations of compo-
nents of the 4-tensor of the electromagnetic field (see, e.g., §24, 25 in [15]), while R
specifies circular rotations. These ten (scalar) operators define the Poincaré group:>

Lip= (Py,P,B,R).

In (4.5.4) this is supplemented by the operator D, specifying dilations, and the op-
erator of the infinite subgroup X, (see also [16] and [17] (p. 419, vol. 2)), speci-
fying the consistent transformations of Lagrangian velocity and the density of the
plasma particles. Thus, provided parameters ey, my and ¢ are not involved in trans-
formations the continuous Lie point group, admitted by Vlasov—-Maxwell equations
with Lagrangian velocity, is defined by the 11-dimensional subalgebra, specified
by the algebra Lo of the Poincaré group and the one-dimensional algebra with
the dilation operator D, and the infinite-dimensional subalgebra with the opera-
tor Xoo.

To end of this section we prolong the generators (4.5.4) to the space of Fourier
variables for functions, independent of Lagrangian velocity w. From a point of ini-
tial representation, specifying of the Fourier transformation, say, of a charge density

,5(a),k):/dtdrp(t,r)exp(ia)t—ikr), 4.5.5)

3Frequently the six operators specifying hyperbolic and circular rotations in (c2t, x*) and (x/, x*)
planes, respectively (j,k=1,2,3;r = (xl,xz,x3)), are written in a universal form using the
operators My, where Mo, = iBox and Mj; = iR ;. The three operators (M3, M3, M12) are
components of the vector-operator M = [r x P].
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is equivalent to introduction of a new non-local variable. Similar to Sect. 4.2.4 to ful-
fill the procedure of prolongation of Lie point group operator (4.5.1) on a non-local
variable, we rewrite down this operator in the canonical form (4.5.2) and formally
prolong it on the non-local variable p(w, k)

Y=Y+3—. (4.5.6)

D
bz’m

The integral relation between 3% and 5% results while applying the operator (4.5.2)
to (4.5.5). Here we consider it as the definition of the variable p

0= / dt drsexpiot — ikr). 4.5.7)

Substituting »® from (4.5.5), (4.5.6) into (4.5.7) and calculating the integrals ob-
tained (integrating by parts), we get the desired coordinate °. For example, for
the operator of time translations Py the coordinate »® = —ip;, after substitution into
(4.5.5) yields the following expression for the coordinate 3'¢ = —w/ in Fourier
variables. Other coordinates of a canonical operator are calculated in a similar way.
Inserting these results into (4.5.6), restricting the group to Fourier variables not con-
taining dependencies upon Lagrangian velocity w (i.e. leaving in (4.5.7) only the
contributions responsible for transformation of these variables in Fourier represen-
tation) and returning back to non-canonical representation, we obtain the following
set of operators for 11-parametric Lie point group in {w, k} representation (see also

[161)

dE 3 aj 9
O R R R
P=k|\E—=+B—=+j=+p=):
dE OB T35 9
" 3 3 . ) _d d -0
B:czk—+w——c|:Bx—~i|+c|:Ex ~i|-{-c2~—~-|-'—~;
do ok Y B EYRRET:
. 3 . ) . ) - 0
R=|:k,—i|+[E>< = +|:Bx—~:|+|:jx—~:|;
ok IE dB aj
- 9 3 .9 .9 ~ 0 d
b ok T 9E aB . oy Top
(4.5.8)

Formulas (4.5.8) supplement the group (4.5.4) by the appropriate transformations of
variables in Fourier-space. For example, Lorentz transformations with the operator
B are supplemented with hyperbolic rotations in {w, ck} and {c/, j} planes and
transformations of the 4-tensor of the Fourier-components of the electromagnetic
field.
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4.6 Vlasov-Type Equations: Symmetries of the Benney
Equations

4.6.1 Different Forms of the Benney Equations

The Benney equations referred to by the name of the author of a pioneering work
[18] appear in long wavelength hydrodynamics of an ideal incompressible fluid of
a finite depth in a gravitational field. From the group theoretical point of view they
are of particular interest due to the existence of an infinite set of conservation laws
obtained in [18]. The latter property of the Benney equations emphasizes their sig-
nificance that goes far beyond an interesting example of an integrable system of
hydrodynamic equations.

In practice, the Benney equations are used in various representation. One of them
is the kinetic Benney equation (a kinetic equation with a self-consistent field):

+o00
fi+vfe =A%, =0, A%, x) = / f(t,x,v)dv. 4.6.1)

This equation appears as a unique representative of a set of hierarchy of kinetic
equations of Vlasov-type [19]. A detailed study of its group properties will lead to
better understanding of the symmetry properties of kinetic equations of collisionless
plasma, namely the Vlasov—Maxwell equations.

Another form of the Benney equations is an infinite set of coupled equations

Al A A% =0, i>0 (4.6.2)
for a countable set of functions A’ of two independent variables, time ¢ and the
spatial coordinate x. In terms of hydrodynamics these functions appear as averaged
values (with respect to the depth) of integer powers i > O of the horizontal com-
ponent of the liquid flow velocity. The corresponding integrals that describe this
averaging are taken over the vertical coordinate in the limits from the flat bottom up
to the free liquid surface. Solutions, Hamiltonian structure and conservation laws
for (4.6.2) were discussed in details in [20, 21].

From the kinetic point of view the system (4.6.2) can be treated as a system of
equations for moments of the distribution function f that obeys the kinetic Benney
equation (4.6.1)

+00
Alt,x) = / v fdv, i>0. (4.6.3)
—00
This fact with the explicit formulation of the Benney equation (4.6.1) was first stated
independently in [22, 23]. The Lagrangian change of the Euler velocity v,

v=V(t,x,u) 4.6.4)

yields one more representation for Benney equations (4.6.1):

fi+ V=0, Vi+VV,=-A" Ao(t,x)z/Vuf(t,x,u)du. (4.6.5)



176 4 Plasma Kinetic Theory

Equations (4.6.3) are readily converted into the hydrodynamic-type form
n+mV)y =0, Vi+Vvv,=-A4% A= fn(t,x, wdu, (4.6.6)

if one employs the “density” n depending on the Lagrangian velocity u:
n=f(,x,u)V,. (4.6.7)

Using the form (4.6.6) of the Benney equations an infinite set of conservation laws
were constructed in [22] with the densities regarded as functions of the Lagrangian
velocity u.

The knowledge of the complete Lie-Bécklund symmetry for the Benney equa-
tions in different representations (4.6.1)—(4.6.6) can clarify the question of structure
of solutions and conservation laws for these equations. This statement is partially
confirmed by the fact that one of the main results of the works [20, 21], namely
the higher order Benney equations, can be re-formulated in terms of the first order
Lie-Bécklund group, admitted by the system (4.6.2). Unfortunately, the complete
description of the Lie-Bécklund symmetry for (4.6.2) is not available in the liter-
ature. This section is devoted to calculating an infinite (countable) part of the Lie
point symmetries of the moment equations (4.6.2).

4.6.2 Lie Subgroup and Lie-Biicklund Group: Statement
of the Problem

A Lie subgroup, admitted by the kinetic Benney equation (4.6.1) in the space of four
variables

t, x,v, f (4.6.8)
is defined by five basic infinitesimal operators
X = 9 X, = 0 X3=t 0 + 0
T TP T T
0 0 0 0 0 a (4.69)
Xo=t——v——f—, Xs=x— — —
= TV e ST v T

With the less computation difficulties this group can be obtained using the approach
developed in Sect. 4.3.1.

Prolongation of infinitesimal operators (4.6.9) on nonlocal variables (4.6.3) ex-
tends the set of variables (4.6.8) up to a countable set

r, x, v, f, A ..., AL L. (4.6.10)

In the latter case infinitesimal operators (4.6.9) rewritten in the canonical form and
restricted on the sub-manifold

t,ox, A% AL L (4.6.11)
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are given by the following expressions

o0
_ +1 . 4i—1 40 . —
X = g(Agj +iA1AY) 8A” X, = ZAX AT
1= o ‘ . ;
X3 = Z(iA”l —tA;)aAl.;
o i=0 (4.6.12)
X4=z[(i+2)A’ HAT LAl 1AO)]M,
= ad . 9
X5 = ;[(l’ +2)A" —xAL] AT

It can be easily checked that infinitesimal operators (4.6.12) are admitted by Benney
equations (4.6.2) and it goes without saying that they directly result from the group
analysis of Benney equations (4.6.2). Just in this way (i.e., using the method of
moments) infinitesimal operators (4.6.9) were first obtained in [19] by using non-
canonical form of infinitesimal operators (4.6.12) with the subsequent passage to
the representation (4.6.9) in the space of variables (4.6.10).

4.6.3 Incompleteness of the Point Group: Statement of the Problem

It is evident, however, that the subgroup (4.6.12) does not exhaust the complete
group symmetry of Benney equations (4.6.2). The incompleteness of the result
(4.6.12) is obvious form many points of view. Here we shall only point on the non-
conformity of finite dimension of the algebra (4.6.12) to the infinite set of conserva-
tion laws for Benney equations, and on the infinite extension of the point symmetry
group for Benney equations in the form of (4.6.5), (4.6.6) with Lagrangian veloc-
ity. Here of principle significance for us is the following statement [24]: the group
(4.6.12) is incomplete not only from the standpoint of Lie—Bdcklund symmetry for
Benney equations but also from the standpoint of the Lie point symmetry. The va-
lidity of the statement can be proved by direct solving of determining equations for
the first order Lie—Bécklund group (contact group, that is not reduced to point one)

D)+ DY +iATID ) +iAY T =0, >0, (4.6.13)

where coordinates s’ of canonical operator
o P
X = Z < A (4.6.14)
i=0

depend upon the countered set of group variables
toxs A L AT LAY AL > (4.6.15)

To prove the above statement one can consider only partial solutions of determining
equations (4.6.12)

=A% ... AT, ) 0, j=0, (4.6.16)
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that depend upon moments A/, j > 0, and does not depend upon ¢, x. It appears
that thanks to these infinitesimal operators (4.6.14), (4.6.16) an infinite extension of
the group (4.6.12) takes place. Now the problem is to find these operators.

4.6.4 Determining Equations and Their Solution

Before proceeding further we write determining equations of first-order Lie—
Bicklund group, admitted by a more infinite system of coupling equations for func-
tions A’ (¢, x) with the arbitrary element 0(AY)

AL+ AT +i AT p(AY)], =0, i>0. (4.6.17)

For the coordinates »' of canonical infinitesimal operator (4.6.14) the following
chains of determining equations are valid which result from splitting (4.6.17) with
respect to second derivatives:

o0
%IAJEI +ip AT, = ZjﬁﬂlAjfl%i i 1=0;
X X —0 Ax

J:

%i;zl—i_i(plAi_]%gi:%;i_'; i>0, j>1,
s+ i AT 4 A1l T i AT
AT g + Ax(ie ¢ ) (4.6.18)
il 4 i+, j—1y i i
+Z[lg01A‘ lA')/C%g,-—(A;Jch +J<P1A2A] 1)%21‘*“4'4%;;;1]
j=0

o0
. i1 N -
- ZJAg(fﬂlA)]: + ¢ A%A7 1)%;){ =0, i>0.
Jj=0

Here ¢; and ¢, are the first and the second derivatives of the function ¢ with re-
spect to its argument. From the various standpoints at list three distinct values of
the function ¢ are specified. In case ¢(A%) = A? we come to kinetic Benney equa-
tions (4.6.2), whereas for ¢ = a(A%)? extension of the admitted point group takes
place thanks to projective transformations in , x-plane (see [19]). For ¢ = aln A°
the corresponding kinetic equation

+o0
AO
fikuf—a’h fo=0, %= / duf, (4.6.19)

—00

that gives rise to the discussed system of equations for moments, is of special in-
terest in plasma theory. It appears as the equation for the distribution function of
plasma ions, while electrons obey the Boltzmann distribution. More complicated
dependencies of ¢(A°) upon A° can also be of interest in plasma physics for non-
Boltzmann distribution functions for hot electrons. Equation (4.6.19) was studied in
details in [25].
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For the Benney equations (4.6.2) the determining equations (4.6.18) are rewritten
in the following form

o0
st AT o =D JATT =0, iz,
j=0 ’
i+1 j - 4i—1_0 . .
%;){H—%;_;—HA’ %Ayl:O, i>0, j>0.
o0
sl AT+ A T =Y AT Z(]—i—l)A o
j=0

o0
+iAlT IZA +ZA i+1 ZA;“%;_,:O, i >0.
j=0
(4.6.20)

Under conditions (4.6.16) the determining equations (4.6.20) are split and reduced
to two infinite chains of equalities, namely one-dimensional (vector) and two-
dimensional (tensor):

o0
i+1 -1 i1 0 il .
Mot = DA AT i T =0, 20 4.621)

=0 ,
'l — 0l +iAT N =0, >0, k>0.

The apparent difficulty in analytical solving of the given system of determining
equations (4.6.21) is due to a “nonlocal” nature of the second term in the vector
chain in the form of an infinite sum with respect to index j > 0. The measure of
this non-locality is characterized by a number of nonzero components of tensor n
But in fact in case of an overdetermined system (4.6.21) we obtain a finite upper
value of the summation index j < oo, which depends upon the other index i of this
tensor.* Then we come to a much more simplified (but equivalent) formulation of
the system (4.6.21)

2
Moo — ZJ'AH’&NL”?H:O’ My =0, iz0 (4.6.22)

l i .
n’A’Ll—nAk, My =0, 120, k=0.

Before proceeding to enumerating all solutions of the system of determining equa-
tions (4.6.22), we present here yet another form of the chain in (4.6.22)

Meo = Z]AJ] T4in~t=0, izo0. (4.6.23)

This form can be employed to clarify the general structure of these solutions on
basis of the corresponding generating functions.

4For more details we refer the reader to [24].
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4.6.5 Discussion of the Solution of the Determining Equations

The integrability procedure in itself for determining equations (4.6.22) is of no dif-
ficulties. For example the first six coordinates ni (0 <i <5) of the desired infinites-
imal operator (4.6.14), (4.6.16) are given by the following formulas for the general
solutions of determining equations (4.6.22) that depend upon six arbitrary constants
C/ (0 < j <5) and are described by polynomials in moments A’

=c pl=c', P=c2-cA%, P=c3-2c'a"— 04,
nt=C*—3024% — 20 A" + CO[- A7 + (49?7, (4.6.24)
n° =C° —4C3A" —3C% A" + C'[-24% +3(A%?] + CO(—A% +24°4").
It appears that the polynomial dependence of any solution 1’ of determining equa-
tions (4.6.22) upon moments A/ is a general property of components of the vector
n' for any i > 0. The example (4.6.24) demonstrates that the procedure of obtaining
solutions of determining equations (4.6.22) is reduced to their enumeration. To be

concrete, we assume the following scheme of indicating of the k-th basic solution
n;, of determining equations (4.6.22) for the coordinate n':

0, i<k;
=11 i=k; [ni]=i—k i>k+2; ik>0. (4.6.25)
0, i=k+1;

In the solutions (4.6:25) this scheme demands quit definite choice of values of inte-
gration constants C/ in the form of Kronecker symbols

C/=81; j,k>0. (4.6.26)

The last of the four equalities for nf{ in (4.6.25) (in square brackets) indicates the
homogeneity degree (i — k) of the polynomial “tail” of the solution n’ fori >k 42
in accordance with the attributed to any of the moments A’ of the order i the homo-
geneity degree, which is equal to positive number (i 4 2) (see e.g. [20])

[A]=i+2, i=0. (4.6.27)

For instance, the component n? of the basis solution n’i of determining equations
(4.6.22) in accordance with (4.6.24), (4.6.25) and (4.6.26) has the homogeneity de-
gree equal to four

N =—24"+34%%  [n]]=4. (4.6.28)

The indexing of the presented infinite (countable) vectors 1’ by one more integral
number k > 0 yields the desired representation of all linear independent solutions of
determining equations (4.6.22) in the form of tensor of the second rank (matrix) n};,
in which the lower index k& > 0 indicates the index of the basis infinitesimal operator
in the general element of an infinite Lie algebra under consideration

ad 9
X = Ckni —. 4.6.29
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Under the conditions (4.6.25) the integration of determining equations (4.6.22) for
the given basis vector 17}; for a fixed value k > 0 is carried out with boundary condi-
tions, that are imposed by requirements (4.6.25) in a single way.

The representation of matrix n}'{ for different lines are as follows (i is the column
number, k is the line number)

mo=1{0,...,0,1,0,—(k + DA, —(k + DA, .. ). (4.6.30)

Here zeroes preceding unity describe matrix elements, which exist only for i < k,
i.e. which are located below the principle diagonal i = k, that contains only units.
The first nearest upper off-diagonal i = k + 1 also contains only zeroes. Expressions
for elements from the second i = k + 2 and the third i = k + 3 upper off-diagonals
are given in (4.6.30) explicitly: they contain monomials, the homogeneity degree of
which is equal to 2 and 3 respectively, while the numerical coefficient (k + 1) is
defined by the line number.

In general, any one of the nonzero off-diagonals i = k + s with the number s > 2
is presented by polynomials with the homogeneity degree equal to s. This “line
scheme” (4.6.30) is readily illustrated by a pictorial rendition of elements of the
high left block of the discussed matrix (0 <i <5,0<k <3)

1 0 —AY —Al —AZ4(A%2  —A3 424041

' 0 1 0 =240 —24! —2A% +3(A0)?
=0 0 1 0 —3A0 —3A!
0 0 0 1 0 —4A°

.”(4.6.31)

As a more illustrative example we present here the element n’i of the matrix (4.6.30)
with sufficiently high column number i = 10 and the homogeneity degree 9, that is
located in the line with k = 1 (the second from above)
n’ =247 +64°A% + 6A%A' 464747 — 124%(A%)?
—24A%ATA° —4(A")? +20A4"(A%)3. (4.6.32)

4.6.6 Illustrative Example for Matrix Elements

A much more comprehensive idea of definite expressions of matrix elements n,i is
given by the following list of elements (with the previous result included) of the first
11 columns (0 <i < 10) and 4 lines (0 < k < 3) of matrix nf{, which define the k-th
basic solution of determining equations (4.6.22) for vectors Tl;{ of the canonical in-
finitesimal operator (4.6.14), (4.6.16). The lower index “k” is omitted for simplicity.

O k=0; 1°=1, n' =0, [n'1=1i, i >2.
n*=—A",
n’=—Al
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0t =—A%+ (A%
n=—A3+24%4",
10 = —A* £ 24%4% 4 (A')2 = (403,
n'=—A%+24%43 +24%24" —3A41(A"),
=A% £24%4% £ 24341 4 (42)2 —3A2(A%)2
—3A%A1? + (A%,
n’ =—AT+24%4% +24%A1 + 24347 —343(A%)?
—6A%A4'A% — (A1) +4A41 (A%,
n'0=—A% 424945 4+ 24541 4+ A*[24% —3(4%)%1 + A3[A% — 64041
+ A2[=3(ANH? =3A%4% + 4431 + 6412 (A%)? — (49)°.
M k=1;7"=0,n'=1, *=0, Y1=i—1, i>3.
n = —2A°,
nt=—24"
n =—2A%+3(A%?,
n®=-24%+64%A",
n’ =—-2A%+64°A%2 +3(AH? —4(A%)’,
8 =—24%464%4% +6A4%24" —1241(A%),
n’ =—24%+64°A% + 643A" + A?[3A4% — 12(A%)?]
— 124%(A12 +5(A%)*,
n'%=-247+64%4° + 64%A' +6A3[4% —2(A")?]
—24A%A" A% + Al[—4(A"H? +20(4%)7).
Q) k=2 7"=0,9'=0, > =1,0"=0, [n1=i—2, i > 4.
nt=-34°
n =—34",
=—3A2+6(A%?2,
=—3A%+124%4",
=-3A%+124°4% + 6(4")? — 10(4%)?,
=34 +124°4% + 124%4" — 3041 (42,
0=_3454+124%4% + 12434 + 6(4?%)?
—304%AH% +15(A%* —304%(4%)>.
B3 k=3:7"=0, n'=0, =0, ¥ =1, n* =0, Y'1=i—-3, i>5.
n =—4A°,
n®=—4Al,
0’ =—4A%+10(A%?,

776
777
7)8
7)9
771
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n® =—44A3 +204%4",

n’ = —4A%+204°A% +10(AH? —20(A")3,

n'0=—445+20A%43 +204%4" — 6041 (A")%.
To conclude, we present a result of calculation of the infinite (countable) part of
Lie point group admitted by the system of Benney equations — moment equations

(4.6.2). In standard (non-canonical representation) the point Lie group of Benney
equations (4.6.2) is described by the infinitesimal operator

X =gl _ , 4.6.33
gl + £+ Z Y (4.6.33)
where coordinates £ and 7 obey the system of determlnmg equations
oo
77:81 Z]‘A]_ITY;‘J:+i77[_1+iA1_1(7730 +§tl_%.3)
j=0 :
+ G+ DAE —&80=0
(4.6.34)

' =l +iAT! (nAkH +&180.)
+ (& —EDSik +E 81k — EPSi k1 =0,

ni+ it iA=0=0, i k>0

Determining equations (4.6.34) result from (4.6.20) in account of relationships be-
tween coordinates of infinitesimal operators (4.6.33) and (4.6.14)
=t VAT AT A —g2A0 (4.6.35)
Infinitesimal operators (4.6.12), that were presented above, gives rise to the follow-
ing coordinates
E'l=K*+ K, £=K'+K%+K3x,
. . ) (4.6.36)
' =iAT K+ (i +2) ALK - K).
The problem of finding coordinates of the operator (4.6.33) was first treated in [19],
where only these solutions, namely (4.6.9), (4.6.12) and (4.6.36), were described.
The main result described in Sect. 4.6 is that point symmetries of Benney equations
(4.6.2) are exhausted by formulas (4.6.12) and solutions of determining equations
(4.6.22), i.e. determining equations (4.6.34) do not have any other solutions. Solu-
tions of determining equations (4.6.22) which are responsible for the infinite part of
the point group probably have not been known so far [24].
As a next step it seems intriguing to generalize the result (4.6.35), i.e. to find the
first order Lie-Bécklund group admitted by Benney equations (4.6.2) with coordi-
nates > of the canonical infinitesimal operator (4.6.14), that has the linear form

o0
= nz‘ + Z ni*in, i>0. (4.6.37)
j=0
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Though the unique existence of the linear form (4.6.37) as well as the complete
solution of determining equations® for the tensor "/ has not yet been obtained, all
known facts are in agreement with this linear form. In particular, results of [20, 21]
mentioned above are consistent with the following expression for the tensor 1’/ of
the linear form

o0 s—j—2
e/ = kH\Sisk 1 s ) GHROATTIHTL L0 d s =0,
k=0 k=0
(4.6.38)

Here s is the number of the basis solution (similar to that used for 1’ in (4.6.28)),
H* is a polynomial of the homogeneity degree (s 4 2) in moments A’. Compat-
ibility conditions for determining equations for the tensor 1’/ give rise to many
relationships for H*, for example

o0
> AT HY =sHT!, s> 0. (4.6.39)
j=0

An explicit form for the polynomial H is presented below just to illustrate the
aforesaid

H =AT+74°A° + 7A%A" + 743 A% + 2143 (A%)? + 424241 A°
+7(AY? +35A41(A%)3. (4.6.40)

Comparison between formulas (4.6.32) and (4.6.40) shows that they differ only in
numerical values (and signs) of coefficients. The generating function for polynomi-
als H*® is given in [20, 21]. So constructing of a recursion operator, which relates
solutions of determining equations (4.6.22) for the point group to the solutions of
the determining equations for the first order Lie—Bécklund symmetry defined by the
linear form (4.6.37) with coefficients given by (4.6.38) in particular is of principal
interest.

4.7 Symmetries in Application to Plasma Kinetic Theory.
Renormalization Group Symmetries for Boundary Value
Problems and Solution Functionals

The above Sects. 4.3—4.6 deal with calculating symmetries for systems of integro-
differential (nonlocal) equations while this section gives illustrations of symmetry
applications to problems of mathematical physics with nonlocal equations.

SFor simplicity these equations are omitted here.
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4.7.1 Introduction to Renormgroup Symmetries

In mathematical physics a solution of a physical problem usually appears as a so-
Iution of some boundary value problem. Note that the symmetry of boundary value
problem solutions is closely related to RenormGroup (RG) symmetry, introduced in
mathematical physics in the beginning of the 1990s [26, 27] (see also reviews [28,
29, 32]). As for the notion of Renormalization Group, or briefly RenormGroup, this
was imported to mathematical physics from the most complicated part of theoretical
physics, quantum field theory. Recall that the (Lie transformation) group structure
discovered by Stueckelberg and Petermann in the early 1950s in calculation results
in renormalized quantum field theory and the exact symmetry of solutions related
to this structure were used in 1955 by Bogoliubov and Shirkov to develop a reg-
ular method for improving approximate solutions of quantum field problems, the
RG method. This method is based on the use of the infinitesimal form of the exact
group property of a solution to improve a perturbative (that is, obtained by means
of the perturbation theory) representation of this solution. The improvement of the
approximation properties of a solution turns out to be most efficient in the presence
of a singularity, because the correct structure of the singularity is then recovered.

In extending the RG conceptions in quantum field theory to boundary value prob-
lems of classical mathematical physics the main achievement was the development
of a regular algorithm (see the reviews [28-32]) for finding symmetries of the RG
type by means of the modern group analysis. The existence of such an algorithm
eliminates the usual deficiency of the RG approach beyond the scope of quantum
field theory problems: finding the group property of solutions requires using special-
purpose methods of analysis, usually nonstandard, in each particular case. The new
algorithm has the same aim of finding an improved solution (in comparison with the
initial approximate solution) as the algorithm of Bogoliubov’s RG method, but in
finding symmetries of a solution of a boundary value problem it uses a scheme of
calculations similar to that of the modern group analysis. The attribute ‘renormal-
ization group’ thus points to similarities existing between these symmetries and the
symmetries in quantum field theory related to the operation of renormalization of
masses and charges (coupling constants).

Initially [26, 28, 29], applying the RG algorithm was mainly limited to problems
based on differential equations, although this algorithm can be used formally in any
problem for which a regular way of calculating symmetries for the basic equations
can be specified. Hence, transition to such objects, which until recently were not a
subject of group analysis, in particular, to integral and integro-differential equations,
essentially expands the area of the RG symmetry applications [30-32].

In problems with involved equations, e.g., in transfer theory with integro-dif-
ferential Boltzmann equation or in quantum field theory with an infinite chain of
coupled integro-differential Dyson—Schwinger equations, only some solution com-
ponents or their integrated characteristics satisfy a sufficiently simple symmetry.
Thus, in the one-velocity plane transfer problem, the RG property is related [33] to
the asymptotics of the “density of particles, moving deep into the medium” n (x),



186 4 Plasma Kinetic Theory

x — 00, not entering the Boltzmann equation.® In such problems, integral relations
form the problem skeleton. But they can appear as some independent objects for
applying the RG symmetry constructed for solutions of differential equations. Fre-
quently, not the solution itself in its entire range of the variables and parameters but
rather some integral characteristic, a solution functional, is of physical interest. This
characteristic can appear, for example, as a result of averaging (integrating) over
one of the independent variables or of transition to a new integral representation, for
example, a Fourier representation.

This section is structured as follows. In Sect. 4.7.2, one finds an introductory ex-
ample of the RG algorithm in mathematical physics, illustrated by a solution of a
simple boundary value problem. In Sect. 4.7.3, a general scheme for constructing the
RG algorithm, valid for models with both local (differential) and nonlocal terms, in-
cluding integral and integro-differential equations, is described. Section 4.7.4 gives
several examples of application of the RG algorithm.

4.7.2 RG Symmetry: An Idea of Construction and Its Simple
Realization

We preface the description of the RG algorithm with the following simple argument.
Let the Lie group G with generator

0

X= E +§——+ 4.7.1)
"oy
be defined for the system of the first-order partial differential equations
ye=F@x,y, y). (4.7.2)

The typical boundary value problem for (4.7.2) is the Cauchy problem with bound-
ary manifold defined by

t=0, y=vy). 4.7.3)

Solution of this Cauchy problem is the G-invariant solution iff for any generator
(4.7.1), function ¢ satisfies the equation [34, §29]

(0, x,9) =& (0, x, Y)Yx — &' 0, x, Y)FO,x, ¥, ) =0.  (4.7.4)

The solution of Cauchy problem (4.7.2), (4.7.3) coincides with orbit of the group G,
and the boundary manifold is not the invariant manifold of the group.

This example gives an instructive idea for constructing generators of RG sym-
metries. The milestones here are (a) considering the boundary value problem in the
extended space of group variables that involve parameters of boundary conditions
in group transformations, (b) calculating the admitted group using the infinitesimal

This is representable as the integral fol n(x,¥)dcos? of the kinetic equation solution n(x, ¥).
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approach, (c) checking the invariance condition akin to (4.7.4) to find the symme-
try group with the orbit that coincides with the boundary value problem solution,
and (d) using the RG symmetry to find the improved (renormalized) solution of the
boundary value problem.

The complete algorithm [28, 29, 31, 32] will be described in detail in the next
section; here we only give a general grasp of the problem using a trivial example,
the boundary value problem for the Hopf equation

v +ov, =0, v(0,x)=eU(x), 4.7.5)

where U is an invertible function of x and the parameter ¢ defines the initial am-
plitude at the boundary ¢ = 0. For small values of t < 1/¢, i.e., near the boundary,
t — 0, a perturbation theory (PT) solution of (4.7.5) has the form of a truncated
power series in &t,

v=2eU —&’tUU, + O(1?). (4.7.6)

It is obvious that this solution is invalid for large distances from the boundary, when
etUy = 1. The RG symmetry gives a way to improve the perturbation theory result
and restore the correct structure of the boundary value problem solution in the vicin-
ity of a singularity (in the event that such singularity appears for some finite value
of t).

It is convenient to introduce the new function u = v/e and rewrite (4.7.5) in the
form

u; +euuy, =0, u(0,x)=U(x). “@.7.7)

In order to calculate the renormgroup symmetries, we add the parameter ¢ to the
list of the independent variables and consider the manifold (termed in general the
basic manifold) given by (4.7.7) in the space of variables {¢, x, €, u, us, u,}. Then
we calculate the generator

3 3 3 9
X = [ xX_~ & ___ — 47.8
S T T e T, (4.7.8)

of the group admitted by the first equation in (4.7.7) and obtain the following coor-
dinates of the generator (4.7.8):

=yl E=euy' P +x@P+yt), E=eyt, n=uy’,
(4.7.9)

where l/fi, i =2,3,4, are arbitrary functions of ¢, u, and x — eut and 1//1 being
an arbitrary function of all the group variables. These formulas define an infinite-
dimensional Lie algebra with four generators
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Suppose that a particular solution of boundary value problem (4.7.7),
S=u—-—W(t,x,e)=0,

which defines an invariant manifold of group (4.7.8), (4.7.9) is known. The corre-
sponding invariance condition evaluated on frame S is similar to (4.7.4):

XSis)= (W —x Wy — Wey> — (eWe +xW)yt =0, (4.7.11)

The term with ! does not give any input in (4.7.11) since it is proportional to
W; + eWW, and vanishes on the solutions of (4.7.7). Equation (4.7.11) is valid
for all . Hence, it remains valid for + — 0, when W is replaced with approximate
solution, which follows from (4.7.6),

W =U —etUUx + O(t?). (4.7.12)

In this limit, t — 0, condition (4.7.11) gives a relation between the W, i=2,3,4
(no restrictions are imposed on /1), that can be easily prolonged on 7 % 0,

Y2 =—x W3+ + W/ UDY,  x=x—eut, (4.7.13)

where the derivative U, should be expressed, due to the boundary condition, either
in terms of x or u. By substituting (4.7.13) in (4.7.9), we obtain a group of a smaller
dimension with generators

Ry=uy? | (et +1/U )i+i , (4.7.14)
T ox ' ou
I
Ri=c¢y (luax—l—a )

The above procedure, which transforms (4.7.10) to (4.7.14), is the restriction of the
group (4.7.8) on a particular solution.

The boundary value problem solution defines a manifold, that, by construction,
turns to be invariant for any generator R;. Hence, (4.7.14) defines the desired RG
symmetries. This means that the boundary value problem solution can be con-
structed by use any of generators in (4.7.14), the generator R3 for example. Without
loss of generality, we choose ey/* = 1 and obtain the finite RG transformations (a is
a group parameter)

X' =x+atu, & =ec+a, t'=t, u=u, 4.7.15)

where ¢ and u are invariants of the RG transformations while the transformations of
& and x are translations, which also depend on ¢ and u in the case of x. For ¢ =0,
in view of (4.7.6), we have x = H (u), where H (1) is a function inverse to U (x).
Eliminating a, ¢, u from (4.7.15) and omitting the primes on variables, we obtain
the desired solution of boundary value problem (4.7.7) in the implicit form

x —etu=H(u). (4.7.16)
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This in fact is the improved perturbation theory solution (4.7.6), which is valid not
only for small e < 1, provided dependence (4.7.16) can be resolved uniquely. De-
pending upon H (u) it gives either proper singular behavior at some finite t — g
or correct asymptotic behavior at  — oo.

Example 4.7.1 One example of the first option is the solution of the boundary value
problem for the linear function U (x) = x. This yields the solution v = ex (1 + er) L,
which remains finite as t — oo.

Example 4.7.2 For the second option, we can select, for instance, a sine wave
U(x) = —sinx at the boundary. Then solution (4.7.16) describes the well-known
distortion of the initial profile of a sine wave, transforming it into a saw-tooth shape
[35, Chap. 6, §1], with a singularity forming at a finite distance #y;,, = 1/¢ from the
boundary.

We note that for finding solution (4.7.16) of the boundary value problem we use
only the known symmetry of the solution and the corresponding perturbation theory
(PT).

The peculiarity of the procedure for constructing RG symmetries is the multi-
choice first step, which depends on how the boundary conditions are formulated
and the form in which the admitted group is calculated. For example, instead of
calculating the Lie point symmetry group, we can consider the Lie-Bicklund sym-
metries (see Sect. 1.5 in Chap. 1) with the canonical generator R = »20,,, where s
depends not only on ¢, x, &, and u but also on higher-order derivatives of u. We
can seek s¢ in the form of a power series in ¢, and invariance condition (4.7.11) is
formulated as vanishing of s at + = 0. Depending on the choice of the zeroth-order
term representation, we obtain either an infinite or a truncated power series for s,
for example, a form linear in ¢,

R=s—", x= o etu,. (4.7.17)

ou ! Uy (u)
This RG generator (4.7.17) is equivalent to the Lie point generator R, in (4.7.14)
and therefore gives the same result.

Another possibility for calculating RG symmetries for boundary value prob-
lem (4.7.7) is offered by taking some additional differential constraints consistent
with boundary conditions and input equations into account. For example, when the
boundary condition in (4.7.7) is linear in its argument, U (x) = x, the differential
constraint can be chosen as u,, = 0; this equality reflects the invariance of the orig-
inal equation with respect to the second-order Lie-Bécklund symmetry group. Cal-
culating the Lie point symmetry group for the joint system of this constraint and
the Hopf equation gives another way to find RG symmetries for boundary value
problem (4.7.7).

The above example demonstrates the key features of the RG algorithm in mathe-
matical physics. The details of the general approach are discussed in the next sec-
tion.
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4.7.3 Renormgroup Algorithm

The general construction scheme of the RG algorithm (shown in Fig. 4.1) is given
as four consecutive steps [28-32]:

I. constructing the basic manifold Z.# ,
II. calculating the admitted (symmetry) group ¥,
III. restricting it on the particular boundary value problem solution and constructing
HY, and

IV. seeking an analytic solution.

4.7.3.1 Basic Manifold Z.#

The initial issue is to construct the RG symmetry and appropriate transformations
that involve the parameters of partial solution. Therefore, the purpose of step I is
to include all the parameters, both from the equations and from the boundary con-
ditions on which a particular solution depends, in group transformations in one or
another way. This purpose is achieved by constructing a special manifold Z.#
given by a system that consists of s kth-order differential equations and g nonlocal
relations

Fg(z,u,u(l),...,u(k))zo, O‘=1,...,S, (4.7.18)
Fo(zu,uqy,...,upy, Jw) =0, o=1+s,...,q+s. (4.7.19)

The nonlocal variables J (u) here are introduced by integral objects,
J(u) = f Z (u(2)) dz. (4.7.20)

The presence of relations (4.7.19) in the system determining &Z.# characterizes the
basic difference between the case of a nonlocal problem and the case of a boundary
value problem for differential equations, for which Z.# is a differential manifold.
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4.7.3.2 Admitted Group ¥

Step II is to calculate the widest admitted group ¢ for system (4.7.18), (4.7.19). In
application to an Z.# defined only by system of differential equations (4.7.18), the
question is about a local group of transformations in a space of differential func-
tions o7, for which system (4.7.18) remains unchanged. This group is defined by
the generator of form (4.7.8) prolonged on all higher-order derivatives,

;0 0 0 o 0

X:Ea +n a—g—%—g“laa C,1,2a—a+~--, (4.7.21)

iz

where £ ([z, ul), n*([z, u]) € </ and

i _D(% )+§j lj’ gi(flz DllDlg(n _élua)—i_gj

Jlllz

Meanwhile, the classical Lie algorithm using the infinitesimal approach seems to
be inapplicable to a manifold Z.# set by system (4.7.18), (4.7.19). The issue is that
the Z.# in this case is not determined locally in the space of differential functions.
Therefore, the main advantage of the Lie computational algorithm, namely, repre-
sentation of the determining equations as an over-determined system of equations
is not realized here. Furthermore, the procedure for prolongation the group operator
of point transformations on nonlocal variables is not defined in the framework of
classical group analysis.

In modifying the RG algorithm, we rely on the direct method for calculating
symmetries described in Chaps. 2 and 4. Therefore, constructing the symmetries
for the nonlocal equations also appears as an algorithmic procedure. This is the
generalization of the second step of the algorithm to the case where Z.# is an
integral or integro-differential manifold.

4.7.3.3 Restriction of the Admitted Group on Solutions

The group ¢ found in step II and determined by operators (4.7.21) is generally
wider than the RG of interest, which is related to a particular solution of a boundary
value problem. Hence, to obtain the RG symmetry, we need step III, restricting the
group ¢ on a manifold determined by this particular solution. From the mathemat-
ical standpoint, this procedure consists in checking the vanishing conditions for a
linear combination of coordinates %;'.‘ of a canonical operator equivalent to (4.7.21)
on some particular boundary value problem solution U*(z),

{ S Al =3 AT (i - ;lu;?‘)} —o. 4.7.22)
; F |u*=U%(z)

The form of the condition set by relation (4.7.22) is common for any solution of the
boundary value problem, but how the restriction procedure of a group is realized
may differ in each partial case. In the general scheme (given at the beginning of the
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section), it is related to the dashed arrow connecting the “initial object” (a perturba-
tion theory solution of a particular boundary value problem) to the object arising as
a result of step III.

In calculating combination (4.7.22) on a particular solution U%(z), the latter is
transformed from a system of differential equations for group invariants to algebraic
relations. Note two consequences of step III. First, the restriction procedure results
in a set of relations between A/ and thus “links” the coordinates of various group op-
erators X j admitted by Z.# (4.7.18), (4.7.19). Second, it (partially or completely)
eliminates an arbitrariness that can arise in the values of the coordinates &' and n“
in the case of an infinite group ¢.

As a rule, the procedure of restricting the group ¢ reduces its dimension. After
performing this procedure a general element (4.7.21) of a new group Z¥ is repre-
sented by a linear combination of new generators R; with coordinates £ and /% and
arbitrary constants B/:

X = R=) BIR;, Rj=&_—

Ol
]31 ]
J

— 4.7.23
e ( )

The set of operators R;, each containing the required solution of a problem in
the invariant manifold, defines a group of transformations %%, which we also call
RenormGroup.

4.7.3.4 Renormgroup Invariant Solutions

The three steps described above completely form the regular algorithm for con-
structing the RG symmetry, but to finish a final step is needed. This step IV uses the
RG symmetry operators to find analytic expressions for new, improved boundary
value problem solutions (compared with the input perturbative solution).

From the mathematical standpoint, realizing this step involves use of RG-inva-
riance conditions set by a joint system of equations (4.7.18) and (4.7.19) and the
vanishing conditions for a linear combination of the coordinates f{j" of the canonical
operator equivalent to (4.7.23),

NEENIURT

The need to use Z.# in constructing the boundary value problem solution is shown
in the scheme by the dashed arrow connecting these objects.

Specification of step IV concludes the description of the regular algorithm of RG
symmetries construction for models with integro-differential equations. We note that
last the two steps are basically the same as for models with differential equations.
The next sections contains a set of examples showing the ability of the upgraded RG
algorithm.

|
e

(4.7.24)
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4.7.4 Examples of RG Symmetries in Plasma Theory

4.7.4.1 Nonlinear Dielectric Permittivity of Plasma

Nonlinearity of electrodynamics of real medium is due to nonlinear relation between
the induced current and charge density inside the medium and the electromagnetic
field. This relation, named the material equation, originates from a dependence of
an electric induction vector upon the electromagnetic field (see [36], p. 48). The
induction vector D (¢, r) is related to the electric field E (¢, r) and the current density
J (¢, r) via an equality, which in Fourier representation has the following form (here
variables “with tildes” are used to distinguish the Fourier representation from the
usual space-time representation):

D(w, k)= E(w, k) + i%]’(a),k). (4.7.25)

In an effort to describe weak-turbulent plasma, processes of particle-wave scatter-
ing, parametric instabilities, generation of harmonics, and etc., the material equation
is represented as a series in positive powers of electromagnetic fields. Hence, the
current density J(w, k) is expressed as a sum

Jk =300k, jOk0E. (4.7.26)
[
In view of time and spatial dispersion the relation between the induced current and

the field appears as integral, nonlocal, that results in the material equation which in
Fourier representation has the following form [36]:”

o0
Di(w,k) =& (w, k)E j(w, k) +Z/5(w—w1 — e —wy)
n=2
x 8k —ky—---—kpeij. j, (w1, k1;...; 00, kp)

x Ej (w1, k1) ... Ej, (wy, ky)dw dky ... dw, dk,. (4.7.27)

We compare (4.7.26) and (4.7.25) with (4.7.27) to establish a relation between the

current density }'(l) of the appropriate order / > 2 and multi-index tensors of non-
linear dielectric permittivity of plasma ¢;;; . j,, which are kernels of nonlinear (with
respect to electromagnetic field) integral terms in series (4.7.27).

Usually, without use of the RG algorithm, the nonlinear dielectric permittivity for
hot plasma is obtained by iterating the Vlasov kinetic equation for the distribution
function of particles f (¢, r, v) (4.1.1) with a stationary and homogeneous in coordi-

"Here the bottom index specifies on a corresponding tensor component, instead of designating a
derivative.
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nate r background distributions fy(v) in powers of a self-consistent electromagnetic
field (here we omit an index of particles):

farv=fw+Y fOur v, fO-o0E,
=1 (4.7.28)
j(l)(t,r)=6m3/f(l)y5vdv.

As for the nonlinear dielectric permittivity for cold plasma it is usually obtained
by iterations of more simple equations of collisionless hydrodynamics for density
N(t,r) and velocity V (¢, r) of particles (written down here for one sort of particles
in non-relativistic approach)

1
N; +div(NV) =0, V,+(V-V)V=3{E+—[V><B]}, (4.7.29)
m C

in which the electric E and the magnetic field B obey Maxwell equations (4.1.3),
and charge p and current j densities have the form

p=eN, j=eNV. (4.7.30)

In the right-hand part of (4.7.30) summation upon various species of plasma parti-
cles is implied, however for simplification of notations the index of species is omit-
ted and only one sort of particles, for example electrons is underlined further.

It is commonly accepted, that formulas for the nonlinear dielectric permittivity in
hot plasma are more general, than in cold (see, for example, [36], Chap. 2) and they
are reduced to the last in that specific case, when the distribution function of plasma
particles upon momentum in the initial equilibrium state is represented by the Dirac
delta-function, fo(v) = &(v). With growth of the order of nonlinearity (/ > 4) an
algebraic procedure of symmetrization for nonlinear dielectric permittivity tensors
becomes more cumbersome in hot plasma, than in cold. The use of RG algorithm
allows to establish a one-to-one correspondence between tensors of the nonlinear
dielectric permittivity in cold and hot plasma in any order of nonlinearity / and
also specifies a way of obtaining expressions for tensors of the nonlinear dielectric
permittivity in hot plasma from appropriate “cold” expressions.

~(
For this purpose we present a current density of the given order j ( )(a), k) in hot

. . . ..oad
plasma as a convolution of two functions, the partial current density ]( )(a), k,w),
which depends on the Lagrangian velocity of particles w, and an equilibrium veloc-
ity distribution function of particles in absence of electromagnetic fields fo(w),

i, 10 = / Fow) " (. k, ) dw. (4.731)

An expression for the partial current density for fy(w) = §(w), i.e. in cold plasma

(w = 0), is obtained by iterating (4.7.29), (4.7.30) with respect to the self-consistent
~(l Al

field, while a transition from j ¢ )(a), k,0) to j ¢ )(a), k, w) with arbitrary w # 0 is

carried out with the help of group of transformations, defined by the appropriate RG

symmetry operator.
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Since the procedure of construction of the multi-index nonlinear dielectric per-
mittivity tensor in hot plasma from the appropriate expressions in cold plasma is
identical for the permittivity tensor of any order we illustrate it by using linear
with respect to a self-consistent electric field E material relations in non-relativistic

plasma. In cold plasma Fourier-components of the partial current }'(1)(w, k,0) and
charge @(1)(w, k, 0) densities, which are linear in the field E (w, k), are obtained by
linearizing (4.7.29), (4.7.30) on a background of the homogeneous and equilibrium
electron density n.o and are determined by well-known relations

. ezneO

2
"0 6W(w, k,0) =i

7w k0 =i
maw

(k-E). (4732

maw?
The use of the latter in (4.7.25) gives a scalar dielectric permittivity for cold homo-
geneous non-relativistic plasma,

4nezne
5

e(w, k)=1— (4.7.33)

mw
Expressions (4.7.32) define zero-order terms in expansion of the partial current den-

sity }'(l)(a), k, w) in powers of plasma particles velocity w. For obtaining the next
terms of this series one should use the kinetic description of plasma. Here it ap-
pears more convenient to use instead of Vlasov equations (4.1.1) with the Euler
velocity v the non-relativistic hydrodynamic analogue (4.1.5) of Vlasov equations
with Lagrangian velocity w and the equilibrium distribution function fo(w). Such
(Lagrangian) formulation of the kinetic description of plasma results from a non-
relativistic limit of (4.1.5), and coincides in the form with (4.7.29), with that, how-
ever, an essential difference, that as against (4.7.29) the density N (¢, r, w) and the
velocity V (¢, r, w) now depend upon Lagrangian velocity as well and in the homo-
geneous non-perturbed plasma state obey the “initial” conditions at t = ) = —o0

N(tO,r,w)ZneOfO(w)’ V(thr’w):w;
(4.7.34)
E(to,r) = B(ty,r) =0, /fodwzl.

In a non-relativistic limit material relations (4.1.6) also become simpler (we use
different normalization for the distribution function here, hence material relations
do not contain mass multipliers)

p(t,r):e/Ndw, j(t,r):e/Nde. (4.7.35)

Linearizing the equations of plasma kinetics in Lagrangian variables on the back-
ground of the basic state (4.7.34) results to the following formulas for corrections
to the partial current density for small values of w:

~(1
ik, w)

eng
=1

{E+ i(w(k-is)+k(w : E))} + 0(w?). (4.7.36)
maw w
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To prolong this formula on any nonzero values of w we employ the RG symmetry
operator which is constructed from the Lie group of point transformations (4.5.4),
admitted by plasma kinetic equations. Two operators of the admitted group are of
interest for us, namely, the operator of translations in Lagrangian velocity, which
results from the operator X ., and the operator of Galilean transformations, which
is a non-relativistic analogue of the operator of Lorentz transformations B in the set
(4.5.4),

V/ 9 4 0 9 ! B x 9 0 4.7.37
1—%, 2= ta—+W—E|: aE:|+Pa (4.7.37)
Let us proceed in the operator Z; from the velocity V and the density N to the par-
tial current and charge densities, } and 9, prolong the operator obtained on Fourier
variables and combine it with the operator of translations Zj. As a result we get the
operator that leaves the partial current density (4.7.36) invariant at w — 0, i.e. the
required RG symmetry operator

a a 1] a d
R=k—+———-|Bx +Q— (4.7.38)
IE aj

dw Jw ¢

The operator (4.7.38) is related to a three-parameter group with the vector param-
eter w, and its final transformations (the variables with primes here correspond to
transformed variables)

o =w+kw;, (B/E.=1/0)E;; &' =05 J =Bl

L 3 (4.7.39)
kK'=k; B =B=(c/o)lkxEl; Bis=38s+kws/(®—kw),

give the required relationship between the value of the partial current density
}'(a), k,0) at w =0 (in cold plasma) and the analogous value of the partial cur-
rent density j(w, k, w) with any w # 0. When integrating over velocity w with the
“weight” fo(w), following (4.7.31), we get an expression for a current density of
the given order in hot plasma which defines the appropriate multi-index nonlinear
dielectric permittivity tensor of plasma.

Example 4.7.3 In particular, in the linear in the electric field approximation the use
of (4.7.32) leads to the relationship

zezneo

Do,k w) =20 B Eule, b, (4.7.40)
Substitution of (4.7.40) into (4.7.31) and the further use of ;' (w, k) in (4.7.25)
gives the required expression for the tensor of the linear dielectric permittivity for
hot homogeneous non-relativistic plasma in the absence of external fields with the
equilibrium distribution function fo(w)

472 neo
gap(w, k) = 8qp —

/ fo(w)BsaBsp dw. (4.7.41)

Formula (4.7.41), which arises from the scalar equality (4.7.33) as a result of ap-
plication of RG transformations to partial current density in cold plasma with the
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subsequent integration over the group parameter, illustrates an opportunity of ob-
taining a tensor of dielectric permittivity of hot plasma from the appropriate “cold”
expression [27].

Example 4.7.4 RG symmetry generator (4.7.38) results from symmetry operators
admitted by the plasma kinetic equations after their subsequent prolongation on so-
lution functionals, partial current and a charge densities in Fourier representation.
Thus a linear in the electromagnetic field approximation used above is not an es-
sential restriction, as relations between transformed (primed) and non-transformed
partial current and a charge density remains linear under group transformations
(4.7.39). It means, that it is also possible to apply transformations (4.7.39) to partial
current and a charge densities of any order /, i.e. the offered RG scheme allows to
build nonlinear dielectric permittivity tensors of any order in hot plasma proceed-
ing from the appropriate “cold” expressions for the nonlinear dielectric permittivity.
Omitting intermediate calculations, we present a result of such construction

Eijy...jn(@1, K15 .. 0, k) = f fo(w)eap, b, (21, k1;...; 24, ky)

2821...5
s LT g w0, K) By (@1, K1) - By (@ Ken) du
n

ww] ...,
n=>?2; (4.7.42)
w=w)+ -+, k=ki+-+kp;
2=(w-—-kw), 2= —kiw),i=1,...,n.

Here & corresponds to the nonlinear dielectric permittivity tensor in cold collision-
less plasma without external fields. For example, for the nonlinearity of the second
order it is determined by the formula

&isj (821, k1; $22, k)

_ Amieln,o (k,- kis

ko,
—__Te R0 (Zig oy Mgy D2 ). 4.7.43
o \ 2t T %t g, ”) ( .

The similar result can be obtained and for relativistic plasma, however thus it is
necessary to use not the three-parameter group of Galilean transformations, but the
six-parameter group including Lorentz transformations and rotations.

4.7.4.2 Adiabatic Expansion of Plasma Bunches

Here RG algorithm is applied to the problem of expansion of plasma bunches and
related generation of the accelerated particles. The mechanisms and characteristics
of ions triggered by the interaction of a short-laser-pulse with plasma are of current
interest because of their possible applications to the novel-neutron-source develop-
ment and isotope production. In the near future ultra-intense laser pulses will be
used for ion beam generation with energies useful for proton therapy, fast ignition
inertial confinement fusion, radiography, neutron-sources.
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The commonly recognized effect responsible for ion acceleration is charge sep-
aration in the plasma due to high-energy electrons, driven by the laser inside the
target. During the plasma expansion, the kinetic energy of the fast electrons trans-
forms into the energy of electrostatic field, which accelerates ions and their energy
is expected to be at the level of the hot-electron energy. The mathematical model de-
scribing this phenomenon is based on plasma kinetic equations with a self-consistent
field (4.1.1)—-(4.1.3), which is rather complicated for analytical treatment. How-
ever, to describe plasma flows with characteristic scale of density variation large
compared to Debye length for plasma particles, the quasi-neutral approximation is
used. In this approximation charge and current densities in plasma are set equal
to zero, that essentially simplifies the initial model with nonlocal terms. Instead of
the system of Vlasov—Maxwell equations (4.1.1), (4.1.3) with the corresponding
material equations here we use only the kinetic equations for particle distribution
functions for various species (4.3.72) with additional nonlocal restrictions imposed
on them, which arise from vanishing conditions for the current and the charge den-
sities (4.3.73). Initial conditions for solutions of (4.3.72) and (4.3.73) correspond to
distribution functions for electrons and ions, specified at ¢t = 0

I o= f5 (. 0). (4.7.44)

Equations (4.3.72), (4.3.73) describe one-dimensional dynamics of a plasma bunch,
which is inhomogeneous upon the coordinate x; thus the distribution functions of
particles f“ depend upon ¢, x and the velocity component v in the directions of
plasma inhomogeneity. Analytical study of such yet simplified model represents the
essential difficulties, but due to application of RG algorithm it is possible not only to
construct solution at various initial particle distribution functions but also to find the
law of variation of particles density without calculations of distribution functions
for particles in an explicit form [14, 32].

For construction of RG symmetries we consider (step I) a set of local (4.3.72)
and nonlocal (4.3.73) equations as Z.# , in which the electric field E (¢, x) appears
as some arbitrary function to be found of its variables. Calculating the Lie group of
point transformations admitted by this manifold (step II) is given by (4.3.75), and in
particular contains the generator of time translations and the projective group gen-
erator. Precisely these operators enables to construct a class of exact solutions to the
initial problem that are of interest, as a linear combination of the operator of time
translations and the operator of the projective group leaves the approximate pertur-
bation theory solution of the initial value problem f* = f(x, v) + O(¢) invariant
att — 0, i.e. it is the RG symmetry operator,

2.2 0 2 9 2 0
R=(0+2t)— + 2tx— + 2°(x —vt) —, (4.7.45)
at ox av

which results from the group restriction procedure (step III), for spatially symmetric
initial distribution functions with the zero average velocity. It is possible to treat the
constant §2 as the ratio of a characteristic sound velocity c; to initial inhomogeneity
scale of the density of electrons, Ly.

Invariants of the RG generator (4.7.45) are two combinations, x /+/1 + £22¢2 and
v? + £22(x — vt)?, and particle distribution functions f. Hence, solutions of initial
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value problem at any time ¢ # 0 (step IV) are expressed via these invariants in terms
of initial values (4.7.44),

I :
U= ) 10 = S (07 + 22 — o) + L Dy(r). (4746)
My

Here the dependence of @ upon the variable x’ = x/+/1 + 22¢2 is defined by
quasi-neutral conditions (4.3.73), and the electric field £ = —@, is found with the
help of the potential

B (1, x) = Bo(x') (1 +2%%) . (4.7.47)

Formulas (4.7.46) give the solution to the initial value problem (4.3.72), (4.3.73).
However, for practical applications we need frequently more rough characteristic
of plasma dynamics, for example, a density of particles (ions) of the given species
n4(t, x) which can be calculated using the appropriate distribution function:

0]

ni(t,x) = / S, x,v)dv. (4.7.48)

—00

In view of the complex dependence upon the invariant 7 it is not always possible
to carry out direct integration of a distribution function over velocity in the analyt-
ical form, therefore here the procedure of prolongation of the operator on solution
functionals described in Sect. 4.2.1.4 comes to the aid. As the density n?(t, x) is a
linear functional of f7, the prolongation of the operator (4.7.45) on the functional of
the solution (4.7.48) in the narrowed space of variables {¢, x, n?} gives the following
RG operator

R=(1+ 52%2)3 + Qux L Q2 (4.7.49)
ot ox ond

The solution of Lie equations for the operator R in view of initial conditions
(4.7.44) gives relations between invariants of this operator, namely one of the com-
binations J = x/+/1 + 222 already given for the operator (4.7.45) and the prod-
uct J9 =n9+/1+ §22¢2 for arbitrary ¢ # 0 with their values at r = 0: Jy;—o = x,
J— = Ji{,(x’). This relationship immediately leads to the formulas that charac-
terize spatial-temporal distribution of the density of ions of a given species in terms
of the initial density distribution

1 X
n? = N ,
Vit ! <v1+92t2)
00 (4.7.50)
g (') = f [ D) dv.
—00

Example 4.7.5 We illustrate general results with reference to expansion of a plasma
slab, consisting of cold (¢ = ¢) and hot (« = h) electrons and of two ion species
(g =1, 2). Let initially (at # = 0) ions are characterized by Maxwellian distribution
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functions with densities n1g, nyg < n1o and temperatures 71, 7>, and the distribu-
tion function of electrons looks like two-temperature Maxwellian distribution with
the appropriate densities n.o and npo K nco (nco +nno = Zi1n1o0 + Z2no0) and tem-
peratures T, and T}, > T, of hot and cold components. From the physical point of
view such choice of initial conditions refer to an expansion of the target consisting
of heavy ions with a small impurity of light ions adsorbed on a surface (for example,
protons) which preliminary was heated quickly by a short pulse of laser radiation
with formation of a group of hot electrons. Then the solution of the initial problem
(4.7.46) is represented as:

neo 1© nho JAQ)

ff=—exp|—— | +——exp| -],
N 2mTv v2 V2mTv v2
Te Te ”‘ Th 4.7.51)

ng0 1D ) T,
fl=—"L—exp|—-——]), vi,=—" ¢q=1,2,
N 2mvrg v%q T mg

where invariants /®) are given by relations:

1© 1+ 0222 I T, 1+ 222

3 =5+¥(U—M)2, T=£%+(+72)(U—M)27

VT, 2vTC vy, h 2vTh
1@ Z,T, U? Z 1+ 222
T:_@@< ‘”0>+ > (1+ qm8)+( +2 )(v—u)z.
VT, Tyo 2qu my 2qu

(4.7.52)

Here u = xt£22/(1 + £2%t?) is a local velocity of plasma particles, U = x2/
V1 + £22¢2, and a potential @ is expressed via the function &,

@ U?

E=""(1+ 22+ ——, (4.7.53)
TC 2vTC

that is obtained from the transcendental equation,

Z,T, U? Z
neo = E anqoexp|:<1+ ;f)g <1+ qme>:|
q

T 5.2
g=12 2UTq

— npoexp [(1 - %) £’i| . (4.7.54)

h

Formulas (4.7.51)—(4.7.54) completely define the behavior of distribution functions
of all particle species considered in the given example when studying the expansion
of a plasma slab. At that the space-temporal distribution of the ion density of the
given species is determined by formulas (4.7.50), in which the ion density .47 for
the initial distribution functions specified above has the form

Z,T, U? Z
N =ng0exp é”( 1 CO)— - <1+ "me) . g=12, (4755
Tqo 2qu mg

where the relation between the function & with the variable U still is from (4.7.54).
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Fig. 4.2 Left panel: typical experimental setup for registration of fast ions from the foil under
ultra short laser pulses (from Ref. [37]). Right panel: the “universal” density N, of plasma ions
— carbon ions (curves (C)) and protons (curves (H)) — versus the dimensionless “coordinate”
X2 =(x/ Lo)? /(1 + £2212). Dotted curves with short and long strokes show the dependencies of a
dimensionless density for hot and cold electrons

On Fig. 4.2 we illustrate the typical “density” distribution (4.7.55) for a plasma
slab, consisting of cold and hot electrons and two ions species: carbon ions CT#
(¢ = 1) and protons H*! (¢ = 2). Block curves show dependence of a dimension-
less “universal” density of plasma ions N, = (n40/n.0)-4;, referred to the maximal
density of cold electrons, upon the dimensionless “coordinate” x2=(x/Lo)*/(1 +
£221?), referred to the characteristic initial density scale of ions Lg. “Universality”
of this dependencies is the direct consequence of a relation which exists between
invariants of the RG operator (4.7.49). Dotted curves give the distribution of the di-
mensionless density of cold electrons (short strokes), (n./nc0)+/1 + £2%2¢2 and hot
electrons (long strokes), (nj,/nc0)~'1 + £22t2, respectively.

Similar results are obtained for more complex distribution functions [14] and
beyond the scope of the model used for the one-dimensional expansion, for example
for spherically-symmetric expansion of a plasma bunch [38].

4.7.4.3 Coulomb Explosion of a Cluster in Ultra-short Laser Pulses

In this section we apply RG symmetry to the model that is used in a plasma kinetic
theory for describing the Coulomb explosion of sub-micron plasmas in the field
of multi-terrawatt femto-second laser pulses. Recent developments in this field have
enabled examination of the fundamental physics of Coulomb explosion of nanoscale
targets and ion acceleration at multi-MeV energies in different geometries of laser-
plasma interaction experiments [39—41]. The mechanisms and characteristics of ions
triggered by the interaction of a short-laser-pulse with plasma are of current inter-
est because of their possible applications to the novel-neutron-source development,
x-ray source, proton radiography, and isotope production.

The macroscopic state of cluster particles is governed by distribution functions
f (for cluster ions with mass M and charge Ze), that dependents on time ¢, a co-
ordinate x of a particle, and its velocity v (for simplicity we consider the one-
dimensional plane geometry). Evolution of distribution functions is described by
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the solution to the Cauchy problem to the Vlasov kinetic equation with the corre-
sponding initial condition f|;—0 = fo(x, v), supplemented by the Poisson equation
for the electric field E (similar to (4.3.1)),

fi +vfe +(Ze/M)Ef, =0, E, —4nZe/dvf=0, fli—o = folx, v).
(4.7.56)

Analytical study of such yet simplified model represents the essential difficulties,
but due to application of RG algorithm it is possible to obtain solution at various
initial particle distribution functions and find particles density, mean velocity and
energy spectra. To construct RG symmetries we consider a set of local and non-local
equations in (4.7.56) and the evident constraint E,, = 0 as #Z.# . The Lie group of
point transformations admitted by this manifold consists of six generators

Xo= 2 L L
T 9 T ax TP ax o
9 9 9

(4.7.57)
3 3 9 3
X4=2— +x——v ——3f——2E
at ax v af 9E’
3
Xs = (12 /2) +ta—+(M/Ze)

describing time and space translatlons, X0 and X, Galilean boosts, X, dilations,
X3 and X4, and the generator X5. Finite transformations defined by X5 correspond
to passing into a coordinate system moving linearly with constant acceleration with
respect to the laboratory coordinate system. Two commutating generators in the
above list (4.7.57), namely generator of Galilean boosts and generator of the transi-
tion to a uniformly accelerated frame, appear as the required RG symmetry genera-
tors [31],

0 0 0
Rl—(t /2) +t——|—(M/Ze) Ry=t—+ —. (4.7.58)
dv dx  dv

Successive application of finite transformations defined by theses generators shifts
initial coordinates & and velocities v for any particle in the phase space to new
values,
R(t,h,v) =h+ vt + (Ze/2M)E(h)t>, U(t, h,v) =v + (Ze/M)E(h)t,
(4.7.59)

and the function E (h) is defined by initial conditions (we assume the electric field
to vanish at x = 0)
h 00
E(h) = 47(23/ dy / dvfo(y,v). (4.7.60)
—0o0

0
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The “partial” distribution function, specified by values 4 and v, is the invariant of
RG symmetry generators (4.7.58). Hence, the distribution function which is the so-
lution to (4.7.56) is obtained by integrating this “partial” distribution function over
all initial parameters, i.e. initial velocities and coordinates of plasma particles,

f(t,x,v):/dv/dhfo(v,h)(S(x—R(t,h,v))é(v—U(t,h,v)).

(4.7.61)

For “cold” cluster particles, fo o §(v), we need only one RG generator, R, to con-
struct the solution of a boundary value problem. The zero and the first moments of
the distribution function yield the density and the mean velocity distributions of the
cluster ions, which enable to estimate the maximum energy of the accelerated ions,
the ion energy spectrum and the relation between this spectrum and the initial ion
density distribution [39, 40]. The similar approach to the spherical geometry [41]
shows that the inhomogeneity of the initial cluster density distribution leads to the
solution singularity at finite time interval even for initially immovable ions.

4.7.4.4 Renormgroup Algorithm Using Functionals

We consider some boundary value problem for local equations and assume that we
are interested in an integral characteristic of the solution, given by a linear func-
tional of this solution J(#), say by (4.7.20). We also assume that for a particular
solution u of this boundary value problem, the RG algorithm has been used to find
an RG symmetry with a generator R. To find RG symmetry generator for the func-
tional J (1), we prolong the RG symmetry operator R on nonlocal variable (4.7.20)
in much the same way as in Sect. 4.2.4. Considering the prolonged operator R in
the narrowed space of the variables defining the solution functional, we obtain the
required infinitesimal RG symmetry operator for integral characteristic J (u).

To demonstrate how formulas (4.7.20) and (4.2.22) actually work for functionals
of solutions we consider a boundary value problems for a system of two nonlinear
first-order partial differential equations for functions v and n > 0:

Vr + vy = ap(m)ny, Ry 4 vny +nvy =0,

v(0,x)=aW(x), n(,x)=N(x),

(4.7.62)

with constant « and a nonlinearity function ¢ of the variable n. Depending on the
sign of ¢ (n), these equations are of either the hyperbolic («¢(n) < 0) or the elliptic
(xgp(n) > 0) type. In the first case, (4.7.62) corresponds to the standard equations of
gas dynamics for one-dimensional planar isentropic motion of gas with the density
n and velocity v. The second case relates to equations of quasi-Chaplygin media.®?

8The term ‘quasi-Chaplygin media’ is used in the discussion of nonlinear phenomena developing
in accordance with the mathematical scenario for the Chaplygin gas, i.e., the gas with a negative
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To calculate the RG symmetries for (4.7.62) it appears convenient to rewrite these
equations in the hodograph variables T = nt and x =x — vft,

T, —YMxn =0, xy+1.=0, V¥ =n/ap. (4.7.63)
Then the RG symmetry is given by the canonical Lie-Bicklund operator [42]
a d
R=f—+g—, (4.7.64)
T ax

with coordinates f and g that are linear functions of variables 7 and x and their
derivatives with respect to n up to a fixed order s. Following the RG algorithm
one should add the invariance conditions f =0, and g = 0, to the basic manifold
(4.7.63) and solve the resulting system of equations to get the solution to the bound-
ary value problem (4.7.62). This procedure may appear complicated in the case of
cumbersome formulas for coordinates f and g of RG symmetry generator (4.7.64).

In analyzing (4.7.62) for various physical problems such as a light beam behavior
in a nonlinear medium the appearance of a solution singularity on the axis x =0
represents the most attracting physical effect. This effect can be understood without
knowledge of a complete solution by applying the RG algorithm to a functional
of the solution, n°(r) = n(z, 0), the value of the variable n on the axis x = 0. As
the RG symmetry generator (4.7.64) is defined in the space of hodograph variables
it is convenient to use another functional of the solution introduced by a formal
relationship

0= f §(v) (v, n)dv. (4.7.65)

Using (4.7.65) in (4.2.22) gives the coordinate f 0 of the canonical RG generator for
the functional 7°. Here we present two simple illustrations.

Example 4.7.6 Consider a solution of the boundary value problem for (4.7.62) with
a=1,p(n)=1for W(x)=0and N (x) = cosh™2(x). The RG symmetry generator
for this boundary value problem is defined by (4.7.64) in which coordinates f and
g are given as

f=2n(1—n)twn —nty — 200(xn + 1 Xun) + 10> T /2,
) (4.7.66)
g = 2”(] - n)er + (2 - 3”))(11 +v (2111',1" + Tn) + (v /2) (ann + Xn) .

For RG symmetry (4.7.66), a solution exists on a finite interval 0 <t < ¢, until a
singularity occurs on the axis x = 0 at t = #;,, = 1/2, when vy (¢5in, 0) — 00 and
the value of n remains finite, 7 (fjng, 0) = 2:

v = —2nt tanh(x — vt), n’t>=n coshz(x —vt) — 1. 4.7.67)

adiabatic exponent. At first glance, such a model looks like the standard model of gas dynamics,
but it corresponds to the negative first derivative of the ‘pressure’ with respect to the ‘density.’
A characteristic feature of quasi-Chaplygin media is a universal mathematical form of various
nonlinear effects accompanying the development of an instability.
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From the physical standpoint, solution (4.7.67), which was previously obtained in
[43], describes the evolution of a planar light beam in a medium with a cubic nonlin-
earity (a quasi-Chaplygin medium) for the boundary condition N (x) = cosh™2(x).
The quantities n and v define the intensity and the eikonal derivative of the beam.
Prolongation of the RG symmetry generator (4.7.64), (4.7.66) on functional

(4.7.65) gives the generator in the space {n, ro}
d
R=f"—, 4.7.68
5 (4.7.68)
with the coordinate
fO=2n(1 — )1y, —n1,. (4.7.69)

The RG invariance condition f° = 0 for operator (4.7.68) leads to an ordinary
second-order differential equation for the function 79(n), which must be solved with
initial conditions °(1) =0, and t¥v/n — 1|,—.; = 1/2 that follows from the origi-
nal equations (4.7.63) for v = 0. This solution,

0=Vn—1, (4.7.70)

results from (4.7.67) as well, but the method is simpler and solution (4.7.67) is not
explicitly required.

Example 4.7.7 Turn now to a solution of the boundary value problem for (4.7.62)
witha = —1, ¢(n) = 1/n for W(x) =0 and N(x) = exp(—x2). The RG symmetry
generator for this boundary value problem is defined by (4.7.64) with the following
coordinates f and g

f=—n*Innt, — (1/2)t, + /2 4+ v Xun + 3/2)0% 1),

4.7.71)
g=—n*Innxu + 0/2)(A+4Inn)x, + x /2 + v (1T + 10 /2) -

For RG symmetry (4.7.71), the solution describes a monotonic evolution (decrease)
with time 7 of the density n > 0, while the particle velocity continues to be linearly
dependent on the coordinate:

v= x«/zqe_qz/z, n=e 1/ exp(—xze_qz),

t = (V7 /2erfi(q/2).

Solution (4.7.72), which was discussed in [44], describes an expanding plasma layer
with the initial density distribution N (x) = exp(—xz).

Prolongation of the RG symmetry generator (4.7.64), (4.7.71) on functional
(4.7.65) gives the generator (4.7.68) in the space {n, %} though with a different
coordinate

(4.7.72)

o= —n’Inntw, — (n/2)tW + /2. (4.7.73)

On account of (4.7.73) the RG invariance condition f° = 0 for operator (4.7.68)
leads to an ordinary second-order differential equation for the function z°(n), which
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must be solved with initial conditions to(l) =0, and 'C,?«/l — n|n_)1 = —1/2 that

follows from the original equations (4.7.63) for v = 0. This solution,

0= ﬁnerﬁ (, /1n 1 ) (4.7.74)
2 n

correlates with (4.7.72) for v = 0.

In conclusion we notice that expressions (4.7.70) and (4.7.74) result from the com-
plete solutions as well. However, the RG algorithm for functionals presents here an
elegant way of obtaining these formulas without calculating the complete solutions
to boundary value problems.
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Chapter 5
Symmetries of Stochastic Differential Equations

Stochastic differential equations are often obtained by including random fluctua-
tions in differential equations, which have been deduced from phenomenological or
physical view. For example, the motion of a small particle suspended in a moving
liquid is described by the differential equation
dx bt x)
-V = » X)),
dt
where b(t, x) is the velocity of the fluid at the point x and at time ¢. The function
b(t, x) represents the resistance caused by the viscosity of the liquid. If a particle
is randomly bombarded by molecules of the fluid, then this can be modeled by the
equation
dX
E:b(t,X)jLa(t,X)W,, (5.0.1)
where W; denotes “white noise”. The second term on the right hand side represents
the large number of collisions of the pollen grain with the molecules of the liquid.
Formally the white noise is written as W; = d B; /dt, and (5.0.1) is rewritten in the
differential form

dX =b(t,X)dt +o(t, X)dB;. (5.0.2)

Here B; is a Brownian motion. Equation (5.0.2) is called a stochastic differential
equation. A solution X (¢) of the stochastic differential equation (5.0.2) is a stochas-
tic process X (¢) which has a stochastic differential (5.0.2). Stochastic differential
equations of the type (5.0.2) have been used widely in other areas of the science.

There are many textbooks on stochastic differential equations. We just mention
here some of them [2, 13, 20, 24, 27, 31].

In contrast to deterministic differential equations, only few attempts to apply
group analysis to stochastic differential equations can be found in the literature [1,
10, 12, 19, 23, 29, 30, 32, 34]. This chapter deals with applications of the group
analysis method to stochastic differential equations. It is also worth to note that this
theory is still developing.

Y.N. Grigoriev et al., Symmetries of Integro-Differential Equations, 209
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The chapter is organized as follows. Before defining an admitted symmetry for
stochastic differential equations an introduction into stochastic differential equa-
tions is given. The introduction includes the discussion of a stochastic integration,
a stochastic differential and a change of the variables (Itd formula) in stochastic
differential equations. Applications of the Itd6 formula are considered in the next
section which deals with the linearization problem. The It6 formula and the change
of time in stochastic differential equations are the main tools of defining admitted
transformations for stochastic differential equations. After introducing an admitted
Lie group for SDEs and supporting material of the introduced definition, some ex-
amples of applications of the given definition are studied.

5.1 Stochastic Integration of Processes

This section is devoted to developing the tools for stochastic processes. In particu-
lar, it discusses stochastic integrals with respect to Brownian motion, martingales,
alternative fields and changes of time.

5.1.1 Stochastic Processes

Let £2 be a given set of elementary events w, .% a o-algebra of subsets of §2 and
&’ a probability (or probability measure) on .%. The triple (2, %, &) is called a
probability space. It is assumed that the o-algebra .# is generated by a family of
o -algebras .%; (t > 0) such that

FCF CF, Vs<t, s,tel,

where I =[0,T], T € (0, oc].

The nondecreasing family of o -algebras .%; is also called a filtration and the o -
algebra % is denoted by % =(%#;);>¢. The triple (§2, .#, &) is called a filtrated
probability space.

Let % be the Borel o-algebra on RY. A mapping X : 2 — RV is called an
N-dimensional random variable if for each B C % the set X~ !(B) € .Z. A collec-
tion {X (¢)};>0 of random variables on (£2,.%, &) is called a stochastic process.!
A process {X(#)};>0 is said to be adapted to (%;);>0 if X(¢) is .%;-measurable
for each . A process X is called measurable if (¢, w) —> X (t,w) isa B Q F-
measurable mapping. The process X is said to be continuous if the trajectories
t —> X(t,w) are continuous for almost all w € £2. It is called progressively
measurable if X : [0,¢] x 2 +—— R is a Z([0,t]) ® %;-measurable mapping for
each 0 <t < oco. Note that a progressively measurable process is measurable and
adapted.

1A stochastic process depends on two variables X = X (¢, w); the second variable w usually is
omitted.
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If X is integrable, that is if X or equivalently | X| belongs to L' (2, .%, P), then
its expectation is defined as

E(X) =fXd9,
2

where the integral is of the Lebesgue type.
A scalar (standard) Brownian motion or Wiener-Lévy process is a stochastic
process B(t) satisfying the following properties:

) 2(BO)=0H=1;
(i) for any finite partition {#;}! ot < ti+1 of I =[0,T], T > 0, the random vari-
ables B(ti+1) — B(t;) are independent;
(iii) for all ¢, s € I, the probability distribution B(¢) — B(s) is Gaussian with
E(B(t) — B(s)) =0 and E([B(t) — B(s)]*) = u?|t — s|, where p is a nonzero
constant.

An M-dimensional Brownian motion is a stochastic process B(t) = (Bi(?),
By(t),..., By (t)), where B;(t) (i =1,2,..., M) are independent scalar Brown-
ian motions.

As is usual, for ease of notation we will omit the stochastic variable w, switch
freely between the notations X;, X (¢) or X (¢, w), and make the convention that
identities hold a.s. only.

5.1.2 The Ito Integral

From now on, unless stated otherwise, we let {B(¢)};>0 be a standard Brownian
motion and .%; = o ({B(s);0<s <¢}),t>0.Let 0=y <) <---<t, =T be a
partition of [0, T'] and Yy, Y1, ..., ¥;—1 some random variables which are adapted to
Fo, Fiy» - .-, F,_, respectively and satisfy the conditions E(Yoz), e E(Ynzfl) <
oc. The process {X (t)};>0 which is defined by

n
X(0)=Yoloy®) + > Y1l n(®), t€[0,T]

i=1
is called a simple process. Here, Is denotes the characteristic function of a set S.
The set of simple processes forms the class St. In the case T = oo, there is one
more requirement for a simple process: Y,—1 = 0. For a process X € St, the Itd
integral of {X (¢)}¢[0,7] 18 defined by

t

fX(S)dB(S) = X(tw) (B(t) — B(tm)) + ZX(ti—l) (B(t;) — B(ti-1)) »

0 i=1

t e (tm, tms1]-
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A stochastic process {X (¢)};>0 is said to belong to the class E7, T € (0, oo] if it
is measurable and adapted to (.%;);>0 with

T
E(/Xz(s)ds> < 0.
0
For a stochastic process X € Er, the It6 integral of {X (¢)};c[0,7] is defined in the
sense of convergence in the mean
t

t
/X(s)dB(s) = lim /X,,(s)dB(s), tel0,T],
0 A 0
where {X,,}°° | is a sequence of simple processes such that
T
lim | E(X,(s)— X(s)) ds =0.
n—o0
0

A stochastic process {X (¢)};>0 is said to belong to the class Pr of predictable
processes on [0, T'], T € (0, oo] if it is measurable and adapted to (.#;);>0 with

T

@{/Xz(s)ds < oo} =1.

0

Note that St C E7 C Pr.
A stochastic process X is a nonanticipating functional if it is measurable and
adapted to (%#;);>0 with
t

@{/xz(s)ds < 00, tzO} =1.

0

For a process X € Pr, the Ito integral of {X (¢)};c[0,7] is defined in the sense of
convergence in probability,
t

t
/X(s)dB(s) = lim /Xn(s)dB(s), tel0,T],
n—od
0 0
where {X,,}7° | is a sequence of processes which belong to the class E7 such that

T
lim / (Xu(s) — X(s)) ds =0,
0

with limit in the sense of convergence in probability.
In the literature on stochastic processes it is proven that processes X,Y € Pr
satisfy the following properties:>

2The proofs can be found, for example, in [2].
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(a) the Itd integral fot X (s)dB(s) is well-defined for 0 <t < T,

(b) E((fy X(s)dB(s))*)= [y E(X?(s))ds for 0 <t < T (It isometry property),

© E((Jo X()dB6)(fy Y()dB$)))= [y EX ()Y (s))ds for0<t <T,

d) [o@X(s)+BY(s)dB(s) =0 [y X(s)dB(s)+ B [y Y(s)dB(s) as. for all
o,feRand0<r<T,

(e) fot X (s)dB(s) is .%#;-measurable for 0 <t < T,

® ( fé X (s)dB(s))>0 is continuous and progressively measurable, with probabil-
ity one,

(g) Xy(t)B(t) = [y X()dB(s) + [y B(s)dX(s) for0<t <T.

5.1.3 The Ito Formula

A change of variables in the stochastic Itd integral is not according to the chain
rule of classical calculus. An additional term appears and the resulting expression
is called the It6 formula. This formula plays one of key roles in constructing an
admitted Lie group for stochastic differential equations.

Let {f(t)};>0 and {g(¢)};>0 be two stochastic processes, such that /] f| € Pr,
g € Pr and?

t

t
Xj(t,a)):Xj(O,a))—i—/fj(s,a))ds—i—/gjk(s,a))dBk(s). (5.1.1)
0 0

The last relation written in a symbolical form
dX; = fjdt + gjidBy,
or in the vector form
dX = fdt+gdB,

is called a stochastic differential. Here g j; are components of the matrix g, f; and
By are coordinates of the vectors f and B, respectively. For each w the first integral
in (5.1.1) is a Riemann integral and the second term is an Itd integral. Assume that
the function U (¢, x) has continuous partial derivatives U;, U, > Uxjxg- Then the
stochastic process Y (t, w) = U (t, X (¢, )) satisfies the formula

Y(t,w)=Y(0,w)+ f(;(U,(s, X(s, ) + fj(s,0)Uy; (s, X (5, 0))
+5ji (s, 0)gki (5, @)Uy, (5. X (5, 0))) ds
+ fo Ux; (5. X (5, 0))g i (5, @) d By (5, w).

3Summation over the repeated indices is assumed.



214 5 Stochastic Differential Equations

This formula is called the Itd formula. In the differential form this formula is written
as

1
dy = (U, + fiUs, + Eg,»,-gkiUx_/.X,() dt + (Uy, g k) d By (5.1.2)

5.1.4 Time Change in Stochastic Integrals

One of the mathematical tools required for defining the transformation of Brownian
motion is the formula of time change in stochastic integrals.

Let n(t, x, b) be a sufficiently many times continuously differentiable function,
{X (¢)}:>0 be a continuous and adapted stochastic process, and {B(¢)},>0 be a stan-
dard Brownian motion. Since (¢, x, b) is continuous, (¢, X (f, w), B(t, w)) is also
an adapted process. Define*

t

,BX(t)z,B(t,X):/nz(s,X(s),B(s))ds, t>0. (5.1.3)
0

For brevity we write B(¢) instead of (¢, X). The function B(¢) is called a ran-
dom time change with time change rate n3(t, X (t, w), B(t, w)). Note that B(¢) is an
adapted process. Suppose now that 1(z, x, b) % 0 for all (¢, x, b). Then for each w,
the map r —> B(¢) is strictly increasing. Next define

aX(t)za(t,X)zing{s:,B(s,X) > t}, 5.1.4)
s>
and for brevity, we write «(¢) instead of (¢, X). For almost all w, the map ¢ —

a(t) is nondecreasing and continuous. One easily shows that for almost all w, and
forallt >0,

Bla(t)) =t =a(B(1)). (5.1.5)
Since B(t) is an .%;-adapted process, one has
{w:a@) <s}={w:t<BGs)}eF, Vt>0,Vs=>0.

Hence ¢t —— «(t) is an .%;-stopping time for each ¢.
The following theorem will be crucial for defining the transformation of a Brow-
nian motion.’

Theorem 5.1.1 Let n(t, x,b) and {X (t)}t>0 be as above and {B(t)};>0 a standard
Brownian motion. Define
t
B(z)=/n(s,X(s,w),B(s,w))dB(s), t>0. (5.1.6)
0

4Notice that the function n(t, x, b) also depends on x and b.
5The proof of the theorem is similar to [24] and can be found in [29].
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Then (Ba(,), Fa@)) s a standard Brownian motion, where

Fary={Ae F : AN{w:a(t) <s}e.F, Vs >0}

5.2 Stochastic Ordinary Differential Equations

5.2.1 It6 Stochastic Differential Equations

The stochastic process

t t
Y(t) =X(o) + / fGs, X(s))dt + / g(s, X (s))dBs (5.2.1)
to
is called an It6 process, and formally it is defined by the stochastic differential
dY; = f(t, X;)dt + g(t, X;)d B;. (5.2.2)
The equation
dX; = f(t, X;)dt + g(t, X;)d B;. (523
is called a stochastic differential equation. The vector function f (¢, x) = (f; (¢, x))

(i=12,...,N) is called a drift vector, the matrix g(¢,x) = (g;;(t,x)) (i =
1,2,...,N; j=1,2,..., M) is called a diffusion matrix.

Definition 5.2.1 A stochastic process {X (f)};>0 which satisfies (5.2.3) is called a
strong solution.

A solution is called a strong solution, because it is a solution of (5.2.3) with
a Brownian motion given in advance. If only the functions f(t,x) and g(t, x)
are given and one is asked for a pair of processes (X;,B) on a probability space
(£2,.7, 27) such that (5.2.4) holds, then X ¢ (or more precisely (X t B)) is called a
weak solution.

Definition 5.2.2 A stochastic process {)A( (t)}r>0 which satisfy (5.2.3) for some
Brownian motion {B(#)};>0

dX, = f(t, X)dt +g(t, X;)dB, (5.2.4)

is called a weak solution.

A strong solution is of course also a weak solution.

Any solution of a diffusion type stochastic differential equation is called a diffu-
sion process.

Existence of solutions of stochastic differential equations can be guaranteed by
the following theorem.
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Theorem 5.2.1 (Existence and Uniqueness [24]) Suppose that the coefficients f
and g of equations

t
Xi(t,w) = X;(0, w) +/f,-(s, X(s,w))ds
0

t

+/gik(S’X(S»w))dBk(S)» (5.2.5)
0
satisfy a space-variable Lipschitz condition

|ft,2) = £, )P + g (1, 0) = g(1, )P < klx =y,
and the spatial growth condition
£ @ 0P + 186, )P <k(1+|xP?),
for some positive constant k. Then there exists a continuous adapted solution X; of
(5.2.5) that is uniformly bounded in L2 SUPg<;<T E(Xf) < 00. Moreover, if X; and
Y; are both continuous L* bounded solutions of (5.6.11) then

@(X, =Y, forallt €0, T]) =1.

In the theorem some conditions for the initial random variable X (0, w) are also
required. For the sake of simplicity these conditions are omitted here.

Further we assume that solutions of all stochastic differential equations exist lo-
cally, that is for ¢ € [0, &).

5.2.2 Stratonovich Stochastic Differential Equations

There is another interpretation of the white noise in (5.0.1). For example, in some
applications stochastic differential equations are formulated in terms of Stratonovich
stochastic differential equations

dX, = f(t, X))dt + g(t, X;) o dB,. (5.2.6)

The notation “o” denotes the Stratonovich integral

t

fg(s, X (s)) odB;.

fo
The Stratonovich stochastic differential equations (5.2.6) can be expressed in terms
of the Itd stochastic differential equations (5.2.4): a solution of a Stratonovich
stochastic differential equation (5.2.6) is a solution of the Itd stochastic differen-
tial equation (5.2.4) with the modified drift coefficients

fimfi 08 =12, W),
2 0xp /
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One of the benefits of the Stratonovich form of stochastic differential equations is
that a change of variables in the stochastic differential equations occurs according
to the chain rule of classical calculus.

Since the Stratonovich form of stochastic differential equations (5.2.6) can be
converted into Itd stochastic differential equations (5.2.4), further we will deal with
the Itd interpretation of stochastic differential equations.

5.2.3 Kolmogorov Equations

Instead of considering trajectories of a stochastic processes {X (¢)};>0 Kolmogorov
studied the properties of the transition probabilities

P(s,x;t,A)=P(X; € A| X; =x),

i.e., the probability of the event that a trajectory of X arrives in the set A at time ¢,
provided that X; = x at time s. This leads to the following backward parabolic
differential equation

ap ap 1 3%p
—— = fi(s,x)— + =0 (s, x) ——, 527
s fi(s, %) 0x; + 26” (s, %) 0x;0x ( )
and the forward parabolic equation
ap 9 1 32
X = (fis, — i (t, , 5.2.8
a0 = oy, i+ 9, (0ij (1, y)p) (5.2.8)

where o;; = gixgjk, and the function p(s,x;t,y) is defined by the probability
P(s,x;t, (—oo, y]) [27]. Equation (5.2.8) is also called the Fokker—Planck equa-
tion.

Notice that the one-dimensional backward Kolmogorov equation

2
U + fux + %u” -0 (5.2.9)

is equivalent with respect to a change of the dependent and independent variables to
the heat equation

U =Uyy,
if and only if it satisfies the condition®
Hyoxg? +2Hy +2Hyx (858 + f) +2H (fx —2H) =0,  (5.2.10)
where
H=(28)""(gxx8” +2(g — feg + 82 /) (5.2.11)

In particular, the backward Kolmogorov equation is equivalent to the heat equation
for all stochastic differential equations with Hy = 0.

SCriteria for a linear parabolic equation to be equivalent to one of the Lie canonical equations can
be found in [14, 16, 18].
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5.3 Linearization of First-Order Stochastic ODE

Definition 5.3.1 If the functions f (¢, x) and g(¢, x) are linear with respect to the
variable x, i.e.,

f@,x)=a(Ox+ao(), g, x)=>bi(t)x +bo(1),
then the stochastic differential equation
dX; = (a1(t)X; +ap(t)) dt + (b1 (t) X, + bo(t)) d By, 5.3.D

is called a linear stochastic differential equation. A linear stochastic differential
equation with b1 = 0 is called a linear stochastic differential equation in the narrow-
sense [25].

Linear stochastic ordinary differential equations play a similar role as linear ordi-
nary differential equations play in the classical theory of ordinary differential equa-
tions. For example, as in the classical theory of ordinary differential equations the
reduction of a stochastic ordinary differential equation to a linear stochastic ordinary
differential equation allow constructing an exact solution of the original equation
[13, 25, 26]. Hence, one can state the linearization problem for a stochastic ordinary
differential equations: find a change of variables such that a transformed equation
becomes a linear equation.

Recall that in the general case the change of variables in stochastic differential
equations differs from the change of variables in ordinary differential equations ow-
ing to the necessity of using the Itd formula instead of the formula for differentiation
of a composite function (5.1.2): if ¢(¢, x) is a continuous function with continuous
derivatives ¢;, @x, @xx, and a stochastic process {X;};>¢ is a solution of the stochas-
tic differential equation

then the process ¢ (¢, X) has the stochastic differential
dp(t, X) = (¢ + fox + k™ g0ui) (1, X) di + (89:) (1, X) d B

Here f (¢, x) and g(, x) are deterministic functions.
In [5, 13, 25] the Itd6 formula was applied for solving the linearization problem
of a scalar first-order stochastic ordinary differential equation

dX = f@t,X)dt+ g, X)dW. (5.3.3)
Particular criteria of the existence of a change of the dependent variable
y=(t,x) (5.34)
such that (5.3.3) becomes the linear equation

dY =(a1()Y +ao))dt 4+ (b1 (1)Y + bo(t)) dW, (5.3.5)



5.3 Linearization of First-Order SODE 219

are presented in [5, 13, 25, 33].7 In [13] linearization criteria for autonomous
stochastic ordinary differential equations (f = f(x) and g = g(x)) were found. It
was also obtained the reducibility conditions to the equation with a; = 0 and b1 = 0.
Many examples of stochastic ordinary differential equations satisfying these crite-
ria are given in [13, 25]. On the base of this analysis the author [5] developed a
MAPLE package containing routines which return explicit solutions of stochastic
differential equations. Necessary and sufficient conditions for the linearization of
the one-dimensional Itd stochastic differential equations driven by fractional Brow-
nian motion are given in [33].

Since transformation (5.3.4) does not change the Brownian motion, the lineariza-
tion by (5.3.4) can be called a strong linearization to contrast a reducibility to a linear
differential equation with a different Brownian motion.

5.3.1 Weak Linearization Problem

Similar to the definition of a strong or weak solutions the reduction of a stochastic
differential equation to a linear differential equation with a changed Brownian mo-
tion can be called a weak linearization. For example, the time change ¢ including
the (random) time change ¢ with the time change rate h2(t, w):

t
y=x, t(t,w):/hz(s,w)ds, (5.3.6)
0
leads to the change of the Brownian motion by the formula [24]
a(t,w)
B = / h(s,w)dB;, (53.7)
0

where t(«(t, w), w) = t. This transformation can further simplify the coefficients
of a linear stochastic differential equation (5.3.5). For example, one of the functions
b1(¢) or by(¢) of a diffusion coefficient can be reduced to one. Transformations of the
type (5.3.7) were used in [3, 4, 11, 12, 22] for defining a fiber preserving admitted
Lie group of stochastic differential equations.

In [30] it was proven that the generalization of (5.3.7)%

t al(t)

t(t):/nz(s,X(s))ds, B, = / n(s, X(s))dBs, (5.3.8)

0 0

"Details and references can be found therein.

8Considering h = h(t, x, b) this generalization can be extended including the Brownian motion B,
into the transformation.
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also gives a transformation of the Brownian motion B; into the Brownian mo-
tion B;. Recall that any first-order (deterministic) ordinary differential equation can
be mapped into the simplest equation y’ = 0 by a suitable change of the dependent
and independent variables. By virtue of its generality this transformation is not ap-
plicable to the linearization problem. Similar to first-order (deterministic) ordinary
differential equations, one can find a transformation (5.3.7), which maps a stochastic
ordinary differential equation to the simplest equation

dY, =dB;.

Among other weak transformations one also can mention an application of the
Girsanov theorems.

5.3.2 Strong Linearization of First-Order SODE

This section gives a complete’ study of the linearization problem by using (5.3.4).
Let be given a function y = ¢ (¢, x). Assume that ¢, (¢, x) # 0, then by virtue of
the inverse function theorem there is a local inverse function x = (¢, y) such that

y=ot, ¥, y) andx =¥ (1, (1, x)).
Applying the Itd formula to a solution of (5.3.2) with the function ¢(¢, x), one
obtains that the stochastic process Y (¢, w) = ¢(¢, X (¢, w)) satisfies the equation

dY, = f(t,Y,)dt + g(t,Y,)dB;, (5.3.9)

where

_ 1
[, y)= (qoz + fox + —gzwxx)(t, Y, y), g y)=(ge)t, ¥, y)).

2
The linearization problem is to find a substitution y = ¢(#, x) such that (5.3.2)
dX, = f(t, X,)dt + g(t, X;)d By, (5.3.10)

is reduced to a linear stochastic differential equation, i.e., (5.3.9) is the linear
stochastic differential equation

dY; = (a1 (1)Y; +ap(t)) dt + (B1(t)Y; + Po(t)) dB;. (5.3.11)

A stochastic differential equation (5.3.10) which has this property is called a re-
ducible equation [25].

The problem of finding reducible stochastic differential equations using the It6
formula can be solved if one can find a function ¢(¢, x) which satisfies the condi-
tions

1
¢t+f¢x+5g2¢”=auo+ao, g0x = 19 + fo. (5.3.12)

9In [5, 13, 25] only particular cases were studied. In [33] one of sufficient conditions is missing.
The present section complete this niche.
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Notice that ﬂ12 + ,33 #0.
From these equations one finds the derivatives

ox = (Po+ P19)/g, (5.3.13)
1 _
@ = (pP1 + Po) (E(gx B —g 1f> + (@19 + o). (5.3.14)
Considering the mixed derivatives (¢y); = (¢;)x, One obtains
o(B1r — B1N) + Bor — Bo(N + 1) +apB1 =0, (5.3.15)
where
pes
N = g—l (gt + fgx + Tgxx - gfx> . (5316)
Remark 5.3.1 For the equation
1
pi+ fpx + Egszx =0 (5.3.17)
one has
H=N,

where H is defined by formula (5.2.11).

Assuming that the coefficient of ¢ in (5.3.15) is equal to zero, one finds

Bt =B1IN, Bor = —aoP1 +a1Bo + PoN. (5.3.18)
Since ¢, # 0, one has ﬂlz + ,38 # 0, that leads to
Ny =0.

Notice also that excluding N from (5.3.18), the coefficients o«g(¢), a1 (¢), Bo(¢) and
B1(¢) has to satisfy the equation

B1:Bo — B1(Bor +aoB1 — a1 Bo) =0. (5.3.19)

Stochastic differential equations satisfying the condition N, = 0 were studied in
[25]. Many examples of reducible equations of such type of equations were given
in [5, 25]. The authors of [25] considered 8; =0, o1 = 0. Moreover without loss of
generality one can also assume that g = 0: for satisfying (5.3.18) one can choose
B1 =0, a1 =0 and oy = 0. Notice that by virtue of N, = 0 the equation (5.3.17)
satisfies the criterion (5.2.10): the equation (5.3.17) is equivalent to the heat equation

U =Uxx.

Theorem 5.3.1 Let the coefficients of a stochastic differential equation

dX; = f(t,X)dt +g(t, X,)dB, (5.3.20)
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satisfy the condition N, = 0. Then the backward Kolmogorov equation correspond-
ing to (5.3.20) is equivalent to the heat equation, and (5.3.20) is reducible to the
linear stochastic differential equation

dYt =€J dBt,

where
J(t):/th, (5.3.21)

and the transition function y = @¢(t, x) is found by integrating the compatible system
of partial differential equations

pr=el(g:/2— f18), ¢c=¢’/g.

Let us consider the case which was not studied in [25]: assume that the coefficient
of ¢ in (5.3.15) is not equal to zero

Jo=pi: — piN #0,
which also means that in this case 81 # 0. From (5.3.15) one can define the function
%
_ Bor = Bo(N +a1) 4+ aofi
B (Bir — B1N)
Substituting ¢ into the right-hand side of (5.3.13), one has

_ Bupo — PuBi —aoBi +a1Bof
B g(Bi — BIN) ‘

Since it is assumed that ¢, # 0, the numerator of the last equation satisfies the
condition

(5.3.22)

X

B1:Bo — B1(Bor +@oB1 — a1 B0) # 0. (5.3.23)
Substituting ¢ into (5.3.22), one obtains
Bir —BIN = N,g. (5.3.24)

By virtue of the assumption Jy # 0, this means that N, # 0.
Differentiating (5.3.24) with respect to x, one gets

(ng)x + IBIN =0
Because of the assumption N, # 0, one can find B;:

N)C X
;‘31:—( Ni') .

Since the function 8; does not depend on x, differentiating the last equation with

respect to x, one obtains
O (e _
0x Ny
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or
Nxxx = (ng)—l(fog - Nx (gxxNx + ngxx))- (5325)
Substituting B into (5.3.24), one has the condition

E <(ng)x) _ N(ng)x
ot N, N

+N:g=0

X

or
Nixx = (N2g) ' (Niex (Nixg + NigN — g:Nx) — gix N2 + g N2N — N3 g).
(5.3.26)
Equation (5.3.14) becomes
Bl — (1 — 3BT +200)B) — (2 — arpr + o) — af + 1 B1(B] + a181)) o
+ag(2B] + B1ABT — w1 — 1) + Bray =0 (5.3.27)

where

gl+gxf+gN Ntx+Nxxf 1 Nxx
M1 = + - g&x+g s

2 N, 28+ N,
1
n2 = N + Nx(f - ngg> + N2 = Nujy.

By virtue of the conditions for the function N, one obtains 1y =0, oy =0.
If a stochastic differential equation with N, # 0 is linearizable, then without loss
of generality one can choose, for example, o1 = Sy = 0. Hence, one gets

J(t)
w=el®, g P
Bir —BIN
where
ﬁ/
J(®) =/th, q = _2;‘3_1' (5.3.28)
1

Notice also that in this case the backward Kolmogorov equation is not equivalent
to the classical heat equation. In fact, substituting (5.3.25) into (5.2.10), one finds

Nix =—Q2N,g)™! (fog3 + NuxNeg2f + 8x8) +2N7 (g + 82 f — 3gN)) .
(5.3.29)
Then (5.3.26) and (5.3.29) give the contradiction N, = 0.

Theorem 5.3.2 Assume that N, # 0, and the function N satisfies (5.3.25), (5.3.26).
Then the change

Bie’

y:_ﬂlz — BIN
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transforms a solution of the equation
dX;= f(t, X;)dt +g(t, X;)dBy,
into a solution of the linear stochastic differential equation
dY, =e’ dt + B1Y,dB;.
Here By = =N (Nyg)x, J(t) = [ qdt,and

g =PB1(gx — B1)/2+ (& — fP1)/& + Nix/Nx —2Nyg/B1 — N.

Remark 5.3.2 For a stochastic differential equation with fractional Brownian mo-
tion (fBm) B” with the Hurst parameter i € (0, 1):

dX = f(t,X)dt + g(t, X)dB"
the linearization conditions are similar to the function
N=g g+ fox+h?gexg® — gfi).
The criteria for the linearization of a stochastic differential equation with fBm were

obtained in [33].1°

Remark 5.3.3 Considering stochastic ordinary differential equation (5.3.20) as the
system of stochastic differential equations
dX;= f(t, X;)dt + g(t, X;)d By,
dZ == dBl 5

one can include Brownian motion in the linearizing transformation
Y=9(tX,2).

In this case it is required for the function ¢ (z, x, z) to satisfy the deterministic system
of equations

@+ fox + 38%0ux + 8Pxz + 302 = A19 + o,
(5.3.30)
8¢x + ¢ = By + Bo-

These equations are obtained similarly to (5.3.12) (using the Itd formula for two
stochastic processes). Analysis of the last system of equations (5.3.30) shows that
the extension of the transformation does not extend the set of linearizable stochastic
differential equations (5.3.20).

10Unfortunately one of sufficient conditions is missing in [33].
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5.4 Strongly Linearizable Second-Order SODE

Many mathematical models in chemistry and physics are based on the second-order
equation

X=fX X)+g@tX,X)B, (5.4.1)
where B; is a white noise. For example, the second-order Langevin equation
X=ft,X,X)+0B (5.4.2)

describes the motion of a particle in a noise-perturbed force field. In particular, for
the case of the harmonic oscillator,

ft,x, %) =—v2x — B,
and (5.4.2) is a linear second-order stochastic differential equation.The Langevin
equation is also used in lasers, chemical kinetics, population dynamics.

While solving problems connected with nonlinear ordinary differential equations
(deterministic) it is often expedient to simplify the equations by a suitable change
of variables. The simplest form of a second order ordinary differential equation
X = f(t,x,x) is a linear form. S. Lie [17]! showed that a second-order ordinary
differential equation X = f (¢, x, x) is linearizable by a change of the independent
and dependent variables if, and only if, it is a polynomial of third degree with respect
to the first-order derivative:

¥ +ax® +bi% +ci+d =0,
where the coefficients a(t, x), b(¢, x), c(t, x) and d(t, x) satisfy the conditions
L1 =3a; — 2bsy + ¢xx — 3a;c + 3a,d + 2b;b — 3c;a — cb + 6dya =0,
Ly =b; —2¢i¢ +3dx — 6a;d + bsc + 3byd — 2¢c — 3dia + 3db =0.

5.4.1 Linearization Conditions

A scalar second-order stochastic ordinary differential equation (5.4.1) in differential
form is written as the following equation

dX = f(t,X,X)dt + g(t, X, X)dB,. (5.4.3)

Here the first term in the right-hand side corresponds to a Riemann integral, and
the second term corresponds to an Itd integral. The problem is to find a change of
the dependent variable y = (¢, x) such that the transformed equation is a linear
stochastic differential equation

dY = (a1()Y + bi(OY +c1(1)) dt + (a2(t)Y + b2 ()Y +c2(1)) dBy.
(5.4.4)

Here we just formulate the final result.

UDetails and references one can find in [21].
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Theorem 5.4.1 A second-order stochastic differential equation
X=f0X.X)+gt X . X)B,
is linearizable by a change of the dependent variables if and only if
f==P’b+pc+d), g=ph+¥,

where the functions b(t,x), c(t,x), d(t,x), g(t,x), ¥(t,x) and by(t) satisfy the
conditions:

szzbt, btt+dxx+btc+bxd+dxb=07
(Yx +bY)x — biby =0.

Theorem 5.4.2 [f a second-order stochastic differential equation
X=f@ X, X)+g@ X, X)B,,
is linearizable, then the deterministic second-order ordinary differential equation
X=f(t, x,x)

is also linearizable.

5.5 Transformations of Autonomous Stochastic First-Order
ODEs

The first step in the study of admitted Lie group of transformations consists of a
discussion of defining admitted transformations. Recall that according to It&’s for-
mula: if ¢(z, x) is a continuous function with continuous derivatives ¢;, @y, @xx,
and a stochastic process {X;};>0 is a solution of the stochastic differential equation

dX = f(t,X)dt +g(t,X)dB,, (5.5.1)

then the process ¢(t, X) has the stochastic differential

2
dot,X) = (wz + fox + %%;) (t, X)dt + (gex)(t, X)dB;.

Here f = f(¢,x) and g = g(¢, x) are measurable deterministic functions.

5.5.1 Admitted Transformations

Let n(t, x) # 0 be a continuous in ¢ function defining a random time change with
time change rate nz(t, X(t,w)):
t
ﬂx(t)Zﬂ(t,X)Z/nz(s,X(S))ds, =0 (5.5.2)

0



5.5 Transformations of Autonomous SODEs 227

with the inverse
ax() =, X) = in(f){s : Bx (s) > t}, (5.5.3)
5=

Bx(ax () =t =ax(Bx()), t=0. (5.5.4)

Using th_e function ¢(#, x) and the random time change, one can define a transfor-
mation X (7) of the stochastic process X (¢) by

X(@) = g(a, X), X (a(, X))). (5.5.5)

Setting ¥ (¢) = ¢(t, X (¢)), it can be shown [29, 30] that for almost all w, there is the
relation

X(Bx (1) =y ). (5.5.6)
Due to the It6 formula one has
t
2
V(1) =v(0) +/<(ﬂt + fox + %%)(s, X (s))ds
0
t

+ f g9x (s, X(s))dB(s). (5.5.7)

0

Because X (¢) is a solution of (5.5.1) and ¢, (¢, x) is a continuous function, the pro-
cess @y (t, X(t))g(t, X(¢)) is a continuous process and g¢, is a nonanticipating
functional. According to the time change formula for Itd integrals [20], a nonan-
ticipating functional ¥ with

t t
9</Y2ds+/n2ds<oo, tzO) =1
0 0
satisfies the formula
ax(t) t

1 _
Y($)dB(s)= (Y dB(s). 5.5.8
0[ (s)dB(s) 0/ (ax(s)) X ). X@x () (s) (5.5.8)

Correspondingly, the last term of (5.5.7) changes to
Bx (1)
/ (17! 89x) (ax (9). X (ax(s))) dB(s).
0

Since Bx (t) = fot n*(s, X(s))ds and B(ax (7, X) =1, then

n*(ax, X(ax))ay(@® =1,

and hence (5.5.7) becomes
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Bx (1)
VO =00+ [ [ (04 for+ Fon) | (axo) X@x ) ds
0
Bx (1)
+ / (™" g@x) (ax (5), X (ax(5))) dB(s). (5.5.9)
0

On the other hand, requiring that X () is a weak solution of (5.5.1), one obtains
r r
X(@) =X + / fGs, X () ds + f g(s, X() dB(s).
0

0

Substituting!? 7 = Bx (¢) into this equation, one gets
Bx (1) Bx (1)
X(Bx (1) = X(0) + / fs, X(5))ds + / 8(s, X () dB(s).
0 0

(5.5.10)

Equations (5.5.9) and (5.5.10) will certainly be equal if the integrands of the two
Riemann integrals as well those of the It6 integrals coincide. Comparing the Rie-
mann and It6 integrands, respectively, one comes to the equalities

2

2
(go, + fox + g—m) (ax (1), X (ax (1)) = ft, X@O))n*(ax (1), X (ax (1)),
gox(ax (), X (ax (1)) = g(t, X()n(ax (), X (ax (1))).

(5.5.11)
Replacing ¢ by f = Bx (¢) and using (5.5.4), these two equations become
2
8 _ % 2
<<pz + fox+ 7(/’”) (1, X(0) = f(Bx (), X(Bx (D)0~ (t, X (1)), (5.5.12)
gx (1, X (1)) = g(Bx (1), X (Bx ()))n(t, X (1)).
Using (5.5.6), this pair of equations can be rewritten as
2 _ 2
(00 For+ 00 ) (X O) = FBx@. 00 XODPEXO), - <o

(8px) (2, X (1)) = g(Bx (1), (z, X (1)))n(z, X (1)).

Notice that by virtue of the presence of Bx(¢) in (5.5.13), these equations are still
functional equations. If the functions f and g do not depend on time ¢ or n, =0,
then the problem for (5.5.13) to be functional is overcome.

From here onwards it is assumed that (5.5.1) is autonomous:

dX; = f(X;)dt +g(X,)dB,. (5.5.14)

12These considerations are similar to the constructions applied in [29, 30]. It should be noted that
there is no change of variables in the integrands as the authors of [8] misleadingly state.
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The assumption f = f(x) and g = g(x) allows us to consider (5.5.13) as the deter-
ministic equations for the functions ¢y (¢, x) and (¢, x):

01, 3) + FOP 0 + E20 (6,3) = F@E0IPE D), (5515)
2@ (t, x) = g(p(t, X)) (2, x).

Considering the second equation of (5.5.15) as an equation defining the function
z
(o) = S0
8(p(t, x))
the first equation becomes the parabolic nonlinear equation

2
(6, x) + F(O)@x (6, x) + ng% (1. x)

B g(x)gax(t,x))2
= e, x) ( glot,x) ) -

Thus, if the function ¢(z, x) is a solution of (5.5.17), and X (¢) is a solution of
(5.5.1), then ¢(¢, X (¢)) is also a solution of (5.5.1). In the case that

n(t.x) = 8§)px(t, %) _ !
g(p(t, x))
the solution ¢(¢, X (¢)) is a strong solution. In this case we call the transformation
y = ¢(t, x) a strong admitted transformation. Otherwise the transformation is called
a weak admitted transformation.
Let us study some examples of stochastic ordinary differential equations.

(5.5.16)

(5.5.17)

(5.5.18)

5.5.1.1 Geometric Brownian Motion

As an example, consider the autonomous stochastic ordinary differential equation
dX(t)=uX@)dt +o0X@)dB(1), (5.5.19)

where i > 0 and o > 0 are constant. The solution of (5.5.19) with the initial condi-
tion X (0) = Xy is called geometric Brownian motion.

Since the solution of (5.5.17) and (5.5.18) is trivial: ¢ = kx, where k is constant,
there are no nontrivial strong admitted transformations.

For obtaining weak admitted transformations one has to solve (5.5.17) which is

o252 ) (p%
Pxx = K .
2 @

Notice that if u = 0'2/2, then using the substitution u# = ¢2, the nonlinear equa-

tion (5.5.20) is reduced to the linear backward Kolmogorov equation (5.2.9):
2,2

o
Ur + puxuy + Tu“ =0.

For this equation the function H defined by formula (5.2.11) vanishes: H = 0. This
means that according to the criteria (5.2.10) for u = o'>/2 the nonlinear equation

Gr + pxex + (5.5.20)
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(5.5.20) is reduced to the classical heat equation. Below we consider the general
case of u and o.

A simple check shows that this equation, considered as a deterministic equation,
admits the Lie group with the generators

X1=x0, Xp=¢0, X3=0.

These generators compose an Abelian Lie algebra.!? Invariant solutions constructed
on the basis of this Lie algebra are exhausted by two classes. One class of invariant
solutions is based on the generator

X1 —kXo =x0x — ke,
while the second class is based on the generator
2X3 — A% X +2kXs =28 — Ao xdy + 2kgd,,

where k and A are arbitrary'# constants.
The first class of invariant solutions has the representation

go:xkv(t).

Substituting this representation into (5.5.20), one gets

o2
vV —k(k — 1)<u— 7)1}:0. (5.5.21)
Hence, the transformation is
o2
@ = CxFexp (tk(k - 1)<u - 7)) . (5.5.22)

The second class has the representation

2
0=eu(z), 7=xe 2,

Substituting this representation into (5.5.20), one gets

2220 + z(ho 2 4 2u) vV’ — 2uz%v'? + 2kv? = 0.

This equation is linearizable. Introducing y = In(z), similar to the linear Euler equa-
tion it can be reduced to the equation

v+ kjov’ — (v + Dv' 2 + k3v? =0, (5.5.23)
where the constants are
k
y=25 -1 ki=y+n k=225

This equation can be mapped into the free particle equation u” (t) = 0 by the change
of variables

u=hOv7, t=4q©O),

13The admitted Lie algebra of (5.5.20) is infinite dimensional.

14Here signs and scaling these constants are chosen for further convenience.
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where
g =h*", W =vyh Y =v>—kiv—ky. (5.5.24)
Thus, the general solution of (5.5.23) is
h(y)v™" = ci1q(y) + co.

Solutions of (5.5.24) corresponding to ¢ = v(z) (k = 0) depend on k.
If k1 =0, then

wz_l,, hzl,a qz_l7
’ ’ ’ (5.5.25)
p=(c1y+c) V7, y=Inx)—tys?/2.
If k1 # 0, then
k k1y kiy
V= 1+e1k1y’ h= 1ielk1w q= %—lielkly, y =1In(x) + Arta?/2,
$= (Cl + Cox’kle’kl)‘mz/z)_l/y .
(5.5.26)

5.5.2 Autonomous Systems of Stochastic First-Order ODEs

In this section the approach developed above is applied to a system of autonomous
stochastic first-order ordinary differential equations. For simplicity, we illustrate this
with a system of two equations

dXi = fi(X1, Xo)dt + g1(X1, X2)d By,

(5.5.27)
dXs= fo(X1, X2)dt + g2(X1, X2) d By.
Let us make a transformation of the dependent variables,
yi=o1(t,x1,x2), y2=@(t,x1,x2). (5.5.28)

Comparison of integrands leads to the equations

2 2
n—2 (wn + f191n + 2010 + L o1 + 81820100 + %¢1xzx2> = fi(p1, 92).

2 2
n—2 (‘PZ: + f1920, + [r020, + L0200 + 8182020, + %wzxm> = f2(p1, 92).
18101y, + 8201x,) = 81(¢1. 92),

N7 (g192x, + 82021,) = &2(01, 92).
(5.5.29)

Here on the left hand sides, n = n(¢, x1, x2), fi = fi(t, x1,x2),and g; = g; (¢, x1, x2),
(i=1,2).

Next two applications are considered: SODE of order grater than one and deter-
ministic change of Brownian motion.
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5.5.2.1 Second-Order SODE

Notice that a second-order stochastic ordinary differential equation
dX = f(X,X)dt + g(X, X)dB;, (5.5.30)
can be rewritten as the system of first-order stochastic ordinary differential equations

dX| =X, dt,

5.5.31
dXy = f(X1,X2)dt + g(X1. X2) d B, (5-3.31)

where usual for deterministic differential equations X = X, X = X, are applied.
Equations (5.5.29) become
N2 (p1 + X2</)1x12) =@,
n~? <(p2t +x200x, + fo2x, + ‘%(pzxzxz) = f(e1, 92). (5.5.32)
01 =0, n7'gpar, = g(91, 92).

We observe that the first equation is similar to the prolongation formula if one takes
into account the change of time

t

B(t, X, X) = / n(s, X (s), X(s)) ds. (5.5.33)
0

From the last equation of (5.5.32) one finds

g(x1, x2)@ox, (2, X1, X2)
g (@1 (t,x1,x2), p2(t, x1,x2))

n(t, xi1,x2) = (5.5.34)
Substituting (5.5.34) into the remaining equations of (5.5.32), one obtains the
overdetermined system of partial differential equations for the functions ¢ (¢, x1, x2)
and @2 (t, x1, X2):

2
P2x
V1, =0, @1 + X201, =92 (gg(c/j,?ﬂz)) ’

5 o (5.5.35)
Q2 + 2026, + fP20, + 5 02000, = [ (01, 92) (gg(wlepz)) :
For example, for the Ornstein—Uhlenbeck equation
dX =—bXdt+0odB;, (5.5.36)

where b > 0 is the friction coefficient, and o # 0 is the diffusion coefficient, (5.5.35)
become

Plxy = O, D1t + X2Q1x = ¢2§0§x2 ’
(5.5.37)

2
02 + X202x, — bx2¢2x, + (TT§02X2X2 = _b(pZ‘p%xz'
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5.5.2.2 Deterministic Change of Brownian Motion

Considering (5.5.14) as a system of equations,

dXi = f(X1)dt + g(X1)d B,
dX,=dBy,
where we have set X| = X, one can include Brownian motion into the transforma-
tion (5.5.5):
yi=e1(t,x1,x2), y2=¢2(t, x1,x2). (5.5.38)
In this case f1 = fi1(x1), g1 = g1(x1), fr =0and g» = 1, and (5.5.27) become

2
o1+ fl(plxl + %‘mel + 81¥1xx, + %(plxzxz = fi (¢1)(81¢2x1 + ¢2x2)2’
8191y, + Pl =81 (P1)(8192x; + 215

‘P2t + fl(ple + %¢2X1X| + gl‘p2x1x2 + %‘Pszxz = Oa
N =g1¢2x; + Y2x,-

For example, for the geometric Brownian motion
2,2

Pl + IX1P1x + 5Pl F OXIPLars + 3 Plxnx, = LO1(OX192x, + @25,)%,
OX1Q1x +2</J12x2 =op1(ox192¢, + P21,),

©2r + UX1P2x, + %‘pbf]m + 0X192x,x, + %902x2x2 =0,
N =0X192x; + P2x;-
One of solutions of these equations is
chetlg @), pr=kix +ke k27,

where k; (i = 1,2, 3) are arbitrary constants, z = x;e~°*2, and the function g (z) is
a solution of the linear second-order Euler-type equation

2q" +yzq —ykig=0.

pr=e

For this solution the function
n= kl .
In particular, if k1 = 1, kp = k3 = 0, this transformation becomes

*VeG(VH)XZ’

@1 =c1x1 +c2x4 @2 = X2,

where ¢; (i =1, 2) are arbitrary constants.

5.6 Lie Group of Transformations for Stochastic Processes

5.6.1 Short Historical Review

While symmetry techniques have found a wide range of applications in the anal-
ysis of ordinary and partial differential equations, there have been only few and
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recent attempts to extend these techniques to stochastic differential equations. The
main obstacle which one encounters here is the non-differentiability of stochastic
processes, which makes it difficult to include change of time in the symmetry trans-
formations. Another difficulty is how to match the time change in the Lie groups of
transformations with the time change in the stochastic processes.

Symmetries of stochastic differential equations are usually considered for scalar
equations or systems of stochastic ordinary differential equations

dX;= fi(t, X)dt + gt X)dBy (i=1,2,...,n),

where By (k=1,2,...,r) are standard Brownian motions. Most approaches fall
into two general groups as follows.

The first approach [1, 3, 4, 7-9, 11, 12, 19, 22, 23, 32] employs fiber-preserving
transformations only,

Xx=¢(t,x,a), t=H(t,a),

and thus avoids the problem of how to include the dependent variables in the time
change. Here x is the vector of dependent, that is spatial variables, ¢ is the indepen-
dent variable, usually time, and a is the group parameter.

Misawa [23] and Albeverio & Fei [1] considered H (¢, a) = t. Gaeta & Quinter
[12] and Gaeta [9] allowed time to be changed, but did not apply the time change
to Brownian motion. Gaeta later [11] extended the approach developed in [9, 12]
to include Brownian motion in the transformation. Mahomed & Wafo Soh [19] and
Unal [32] used an infinitesimal transformation for Brownian motion,

dB=dB+ %e (‘L’; + fre + %gixrxx) dB,
where t(z,x) = %(I, x,0) is the coefficient of the infinitesimal generator of the
Lie group. Fredericks & Mahomed [7, 8] tried to reconcile [19] and [32]. Melnick
[22] and Alexandrova [3, 4] also include Brownian motion in the transformation of
the dependent variables.

In general, the change of variables in stochastic differential equations differs from
the change of variables in ordinary differential equations, as the Itd formula takes the
place of the chain rule of differentiation. Exploiting the Itd formula and the require-
ment that a solution of a stochastic differential equation is mapped into a solution of
the same equation, the determining equations of an admitted Lie group can be ob-
tained. This approach has been applied to stochastic dynamical systems [1, 3, 4, 23],
to the Fokker—Plank equation [11, 12, 15, 32, 34], to scalar second-order stochastic
ordinary differential equations [19], and to the Hamiltonian—Stratonovich dynam-
ical control system [34]. It has also been applied to stochastic partial differential
equations [22].

The second approach [29, 30] includes the dependent variables in the transfor-
mation of time as well,

¥=¢(t,x,a), t=H(, x,a).
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In particular, the transformation of Brownian motion is defined through the trans-
formation of the dependent and independent variables. Generalizing the change of
time formula [24], it was proven in [29] that the transformed Brownian motion

t

B(t):/n(s,X(s),a)dB(s)

0

(where 1 (¢, x, a) # 0) satisfies again the properties of Brownian motion. This trans-
formation of Brownian motion is a logical generalization of the time change in the
16 integral to the case where the stochastic process is included in the change. Ex-
ploiting the It6 formula, this transformation of Brownian motion and the require-
ment that a solution of the stochastic differential equation is mapped into a solution
of the same equation, and finally equating the Riemann and It6 integrands, the de-
termining equations of an admitted Lie group were obtained. The definition of an
admitted Lie group for stochastic differential equations was given using these deter-
mining equations.

It is worth to note that if H = H (¢, a), then these determining equations coincide
with those obtained in [8].

In spite of its greater generality, the definition of an admitted Lie group for
stochastic differential equations given in [29, 30] has some weaknesses, as we ex-
plain now. First, the relation of the function 1 defined in [29, 30] by the formula

n*(t,x,a) = H(t, x,a)

restricts the set of transformations substantially. Second, the determining equations
defined in [29, 30] only give necessary conditions for the transformed function to
be a solution of the original equations, as they are obtained by equating integrands.
Compare this to deterministic equations, where the determining equations are ob-
tained by differentiating the original equations with the transformed solution substi-
tuted into them, and hence give also sufficient conditions. Some of these difficulties
will be overcome for autonomous equations in the next section.

In this section the approach [29, 30] is described. We construct a Lie group of
transformations, involving both the dependent variables and the Brownian motion
in the transformations. Mapping Brownian motions into Brownian motions allow
obtaining a correct generalization of application of group analysis to stochastic dif-
ferential equations.

5.6.2 Admitted Lie Group and Determining Equations

Let us consider a system of stochastic ordinary differential equations:

dX; = fi(t, X)dt + gix(t, X)dBx (=1,...,N; k=1,....,M). (5.6.1)
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5.6.2.1 Lie Group of Transformations

Assume that the set of transformations
t=H(t,x,a), X =q¢(t, x,a) (5.6.2)
composes a Lie group with the infinitesimal generator
h(t,x)0; +&;(t, x)0y,.

Since the initial point in the Riemann and It6 integrals is fixed (¢ = 0), then it has
to be invariant of admitted transformations. This gives

(0, x) = 0. (5.6.3)

This requirement can be omitted if one allows changes of the initial point in the
integrals.

According to Lie’s theorem, the functions H (¢, x,a) and ¢(t, x, a) satisfy the
Lie equations

oH 3%‘
—=h(H,p), —=§(H, @) (5.6.4)
da da
and the initial conditions for a = 0O:
H(t,x,0)=1t, ¢;{t,x,0)=x;. (5.6.5)

Using the functions ¢; (, x, a), one can define a transformation X (7) of a stochastic
process X () by

X(@) = g(ax(@®), X (ax(®)),q), (5.6.6)

where the functions ax (7) is as in formulae (5.5.3). This gives an action of Lie group
(5.6.2) on the set of stochastic processes.

In contrast to deterministic differential equations one notices that the function
H(t,x,a) is not involved in the definition of the transformed stochastic process
(5.6.6). By analogy with deterministic differential equations one can relate the func-
tion 1 (¢, x, a) with the Lie group. For deterministic differential equations the func-
tion 52 plays the role of the total derivative of the function H (¢, x, a) with respect to
t: n2 = H, 4+ H ;x;. Since the stochastic process X (¢, w) is not differentiable, then
the following relation can be considered instead,

H,;=n% (5.6.7)

This relation was used in [29, 30]. For deterministic differential equations x; = f;,
one may also choose the following relation for stochastic differential equations

H,+H;fi=n" (5.6.8)

Recall that for stochastic differential equations the 1t6 formula plays the role of
the total derivative. Hence, one further relation between Lie group and the function
n(t, x,a) can be considered

1
H,+H,;fi+ EgjkglkH,jl =7’ (5.6.9)
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Since H(t,x,0) =1and H ,, (¢, x,0) =0, then all these choices do not contradict
positivity of the right hand sides.

Recall that a one-parameter Lie group of transformations is related to the gener-
ator

h(t’ -x)at + %‘(L x)ax; )
where

oH dw;
ht.x) = 2= (t.%,0), E(1.x) = (1, x,0).
a da

In calculations of an admitted Lie group of transformations it is useful to intro-
duce the function

3
Tt x) = %(I,x,O).

If one assumes any of the relations (5.6.7)—(5.6.9), then similar to deterministic
differential equations, the functions t (¢, x) and &; (¢, x) define a Lie group of trans-
formations for stochastic processes. In fact, if the function t (¢, x) is given, then the
function A(t, x) is the unique solution of the Cauchy problems, respectively,
h;=2r, h(0,x)=0;
hi+h,;fi(t x)=2t, h(0,x)=0; (5.6.10)

1
h,z+h,ifi+§gjkgzkh,jz=21, h(0,x) =0.

Integrating the Lie equations

oH y;
%(u X, a) = h(H(t’x)s (p(t3x))’ %(was a) = gl(H(ts x)v ‘P(L -x))
with the initial conditions
H(t,x,0) =1, o(t,x,0)=x

one then finds the functions H (¢, x,a) and ¢(z, x, a). Notice that each of these
Cauchy problems have an unique solution.

5.6.2.2 Determining Equations

The problem which remains is to find sufficient conditions which guarantee that
the transformed process (5.6.6) is again a solution of the system (5.6.1). In the fol-
lowing we will overcome the difficulties encountered in [29, 30] for autonomous
equations of form (5.5.14).!5 Our approach is to use the admissibility condition for
transformations (5.5.17) to define admitted Lie groups of transformations. In par-
ticular, the stochastic time change (5.5.2) need not be directly related with the time
change (5.6.2) by the admitted Lie group.

151n [8] the authors also tried to correct [29, 30]. Their attempt led to the strong restriction: all
possible admitted transformations are fiber preserving.
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Assume that the deterministic functions ¢(¢, x, a) and H (¢, x, a) compose a Lie
group of transformations G'! with the generator
Y="h(t,x)0; +&(t, x)0y.

Let X () be a continuous and adapted stochastic process satisfying (5.6.1)

t

t
Xi(t)=Xi(0)+/fi(s,X(S))ds+/gik(s,X(S))dBk(S), (5.6.11)
0

0
where the drift vector f = (fi, ..., fn) and the diffusion matrix g = (gix)Nxm are
given functions, B = (By, ..., Bys) is multi-Brownian motion, fot f(s, X(s))dt is a

Riemann integral and fot g(s, X (s))dB(s) is an It0 integral.
Requiring that X (7) determined by (5.6.6) is a weak solution of (5.6.11), and
applying the approach developed for constructing (5.5.13), one obtains the equations

1
(fﬂi,z +oijfi+ Efﬂi,jlgjkglk> t, X(),a)

= [i(Bx (), o(t, X (@), )n*(t, X (1), a), (5.6.12)
©i,j8jk(t, X(),a) = g (Bx (), p(t, X (), a))n(t, X(1),a) (5.6.13)
(i=1,....N: k=1,....M),

where the function By (¢) is as in formula (5.5.2).

Definition 5.6.1 A Lie group of transformations (5.6.2) is called admitted by
stochastic differential equations (5.6.11), if for any solution X (¢) of (5.6.11) the
functions 7n(t, x, a) and ¢(t, x, a) satisfy (5.6.12) and (5.6.13).

This definition of admitted Lie group for stochastic ordinary differential equa-
tions is similar to one of definitions of admitted Lie group for deterministic equa-
tions.

In analogy with deterministic differential equations one can obtain so-called de-
termining equations by differentiating (5.6.12) and (5.6.13) with respect to the pa-
rameter a, and substituting a = 0:

Ei(t, X (D) + & fi(t, X)) + 3& jigjeguct, X (1))
—2f,~,[(t,X(t))jr(s,X(s))ds
— ﬁ,jsj(t,x(t);)—zﬁf(t,X([)):O, (5.6.14)
t
Ei,jgjk(t,X(t))—2gik,z(t,X(t))/f(s,X(S))ds
0

—gikt(t, X (1)) — gik,j§j(t, X(1)) =0 (5.6.15)
@i=1,...,N; k=1,...,M).
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Here we used the relation

P
da

t t

an
a:0—2/3—a azods—Z/t(s,X(s))ds
0 0

which is obtained after differentiation Bx (¢, a) = Ot nz(s, X (s),a)ds with respect
to the group parameter a and substitution ¢ = 0 into it.

Equations (5.6.14), (5.6.15) are integro-differential equations for the functions
7(t,x) and &(¢, x). These equations have to be satisfied for any solution X (¢, w) of
the stochastic differential equation (5.6.11).

The determining equations (5.6.14), (5.6.15) only give necessary conditions for
the transformed function to be a solution of the original equations, as they are ob-
tained by equating integrands. Compare this to deterministic equations, where the
determining equations are obtained by differentiating the original equations with
the transformed solution substituted into them, and hence give also sufficient condi-
tions. Some of these difficulties will be overcome for autonomous equations in the
next section.

It is worth to note that if H = H(t, a), then these determining equations coin-
cide with the determining equations obtained in [8]. Coincidence of the determin-
ing equations also occurs in the case of autonomous stochastic ordinary differential
equations which are considered in Sect. 5.7.

5.7 Admitted Lie Groups of Transformations of Autonomous
SODEs

Autonomy of stochastic ordinary differential equations allows one to reduce the def-
inition of an admitted Lie group of transformations (5.6.12) and (5.6.13) to solving
a system of deterministic differential equations. For the sake of simplicity a one-
dimensional (N = 1) autonomous stochastic ordinary differential equation with a
single Brownian motion (M = 1) is considered in this section.

Assume that the deterministic functions ¢(¢, x, @) and H (¢, x, a) compose a Lie
group of transformations G! with the generator

Y= h(tv -x)al + é(tv x)ax'
Hence, the functions ¢(t, x, @) and H (¢, x, a) satisfy the Lie equations

de
—(t,x,a) = E(H(t, x,a), go(t,x,a)),
da (5.7.1)

dH
%(taxaa) :h(H(ta-x7a)a (p(t»X,a))’

and the initial conditions

o, x,0)=x, H(t,x,0)=t.
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Assuming that ¢(, x, a) is admitted, the function ¢(¢, x, @) has to satisfy the deter-
ministic equation (5.5.17):

g2 (x)
St,x,a) =@ (t,x,a) + f(X)e.(t, x,a) + > ©xx(t,x,a)
2
gy (t,x,a) _
—f (w(t,x,a))(ig(w(ma)) ) =0. (5.7.2)

Definition 5.7.1 A Lie group G' is admitted by the autonomous stochastic differ-
ential equation

dX = f(X)dt+g(X)dB; (5.7.3)
if it satisfies (5.7.2).

This definition overcomes the weaknesses described in Sect. 5.6.

5.7.1 Determining Equations

For finding admitted Lie group one can directly solve (5.7.2). A solution ¢ (¢, x, a)
of (5.7.2) determines the coefficient

E(t,x) = a—gp(t,x, 0).
da

If & = 0, then, by virtue of the uniqueness of the solution of the Cauchy problem
for the Lie equations, one has that ¢ = ¢(x, a). Hence, ¢(x, a) is a solution of the
second-order nonlinear ordinary differential equation

g2 (x)

fOex(x,a) + >

2
Orx(x,a) — flp(x,a)) (M) =0.
g(p(x,a))
(5.7.4)

In this case the function could be chosen as the solution of the Cauchy problem
oH
8—(t, x,a)=h(H(t,x,a),¢(t,x,a)), H(,x,0)=t.
a

Here the function 4 (¢, x) is an arbitrary function. The choice of the function A (¢, x)
can depend on additional conditions. If there are no any additional conditions, then
one can choose A(t, x) = 1, which gives H (¢, x,a) =t.

If & # 0, then the first equation of the Lie equations (5.7.1) defines the function
H(t, x,a).

As an alternative for finding an admitted Lie group, one can also use determining
equations obtained by expanding the left hand side of (5.7.2) with respect to the
group parameter a,

a? a’
S(t,x,a)=aS,(t,x,0) + ESW(t, x,0) + ySa(m(t, x,0)4---.
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By virtue of the Lie equations (5.7.1) the coefficients of this expansion % (t,x,0)
can be written through the coefficients of the infinitesimal generator. For example,
the first coefficient of the expansion'® is

g2 (x)

_ g (x)
Sa(t, x,0) =& — f(x)é: + Tsxx +(2f()

gx)

f’(X)> £.

Necessary conditions for S(¢, x,a) =0 are ngf(t, x,0) =0. In the case that & =0
the equation S, (¢, x, 0) = 0 is a linear second-order ordinary differential equation,
in contrast to the nonlinear equation (5.7.4). A solution of this equation also gives
sufficient conditions for S(z, x, a) = 0. Examples considered below also show that

ngf(t,x, 0) =0 (k =1, 2, 3) are sufficient for S(z, x,a) =0.

Remark 5.7.1 There is the problem of finding the minimal number N of the
terms of the expansion ngf(t,x,O) =0 (k=1,2,...,N) which guarantee that
S(t,x,a) = 0. Compare with deterministic differential equations where it is suf-
ficient to solve just determining equations for k = 1.

5.7.2 Admitted Lie Group of Geometric Brownian Motion

For geometric Brownian motion (5.5.19)

f=ux, g=ox (W=>0,0>0),
and (5.7.2) is

@r + Xy + #%x - px

Particular solutions of this equation given in the previous section are (5.5.22),
(5.5.25) and (5.5.26).

2‘p—)%=0.

o2x2 x2p2
@ + puxex + ) Pxx =M =, (5.7.5)
@
Let us consider the solution (5.5.22):
¢ = CxFexp(tk(k — 1)ya?/2). (5.7.6)

If k = 1, then setting C = ¢, one obtains & = x. Because & =0, one has H = 1.
Hence, the admitted generator is

X0x. 5.7.7)

This generator was also obtained in [28-30].

160ther terms of the expansion are cumbersome and not presented here.
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If k # 1, then setting k = ¢“, one obtains
£ =x(In(x) +1y0?/2).
Since &; # 0, one also finds
H(t,x,a)=te.
Hence, the admitted generator is
2t3; + x(In(x) + tyo?/2)dy. (5.7.8)

This generator was also obtained in [8].
Solutions corresponding to (5.5.25) do not satisfy the property

o(t,x,0)=x.

Let us study a possibility to compose Lie group for solutions corresponding to
(5.5.26)

0= (c1 + coxfklefkl)‘t#/z)fl/y, ki=y+A. 5.7.9)
Assume that the constants ¢; = c1(a), ¢, = ¢,(a), and L = A(a). Since for a Lie
group ¢(¢, x, 0) = x, then
c1(0)=0, c,(0)=1, i) =0.

The coefficient of the infinitesimal generator is obtained by differentiating (5.7.9)
with respect to the group parameter a and setting it to zero:

_X(©)

@x — @xwl
Y

Forming a linear combination with the generators (5.7.7) and (5.7.8) one obtains the
only generator

£ x(In(x) +1yo?/2) —

x7*1a,. (5.7.10)

It is worth to notice that since solutions (5.7.5), (5.5.25) and (5.5.26) are partic-
ular solutions of (5.7.5), the generators (5.7.7), (5.7.8) and (5.7.10) do not exhaust
the set of admitted generators.

Let us employ the determining equations ‘;ka (t,x,00=0(k=1,2,...) for find-
ing admitted Lie group. The first determining equation is

26 + 0 (Exx — (v + Dxéc + (y + DE) =0. (5.7.11)

Recall that 2 = o 2(y + 1).
If & = 0, then the general solution of this equation is

£=Cx + Cox?*1,

If & # 0, then from the equations S, = 0 and S,, = 0 one can find & and /.
Substituting them into S,,, = 0, one obtains the equation

T ox’ T 9x3

Further study depends on quantity of /.

9° a4 33h
ax—ihhx+¢<x,§,§x,... & h,hy, ... >=0. (5.7.12)
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If h, =0, then
hy =205 —§/x).
The general solution of this equation is
X
§= E(h[ In(x) + 2h1),

where k1 = hq(¢) is an arbitrary function. Substituting this solution into (5.7.11),
and splitting it with respect to x, one finds

he =0, hy=(y+a?/4.
This gives that
h=cit+co, h=t(y+1Do?/d+cs,

where co, ¢; and ¢ are arbitrary constants. The requirement!” (5.6.3) forces the
constant ¢ to vanish and one thus obtains the generators (5.7.7) and (5.7.8).

If hy # 0, then (5.7.12) gives gii . The equation

X

9 (0t 0 (9%
ax3\ar ) 9 \axd
and ng;f (t,x,00=0(k=1,2,...)are satisfied. 18 Since, there are no other equations

for the function (%, x), there is an infinite number of admitted generators.

Remark 5.7.2 In [29] the admitted Lie group
go(t,x,a):(a—i—x_”)_l/y, H(t,x,a):t(l—i—a)cy)_2

for geometric Brownian motion was presented as an example. In the context of the
present study, this group arises from transformation (5.7.9) with A = ¢, = 0 and the
additional relation (5.6.7).

Another example considered in [29] is the equation

dX[ :,det +dBt,

where 1 > 0 is constant. Here (5.7.2) becomes

1
@1+ 1px + e — et =0.

One easily verifies that the function obtained in [29],

1
ot,x,a)=x — o In(1 — 2,uae2‘“‘)

17n [8] the constant ¢y is mistakenly kept.

18Using symbolic calculations on computer we checked equations ngf(t, x,0)=0(k<7).1Itis
likely that this identity holds for all large k.
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solves this equation. The additional relation (5.6.7) then yields
H(t,x,a)= t(l — 2,ua62’”)_2

as already obtained in [29]. This confirms that the examples of transformations con-
sidered in [29] are correct, contrary to what [8] claims.

5.8 Lie Groups of Transformations of Some Stochastic ODEs

According to the above discussion an alternative way for finding an admitted Lie
group of transformations is the way of solving determining equations. The present
section demonstrates this method for obtaining an admitted Lie group of some
stochastic ordinary differential equations. The method considered in this section
consists of solving determining equations (5.6.14) and (5.6.15). Following [28-30]
we assume that the stochastic time change (5.5.2) is related to the time change of
an admitted Lie group of transformations (5.6.2) by the relation (5.6.7). Recall that
(5.6.7) gives that the functions t(z, x) and A(z, x) have to satisfy the Cauchy prob-
lem (5.6.10).

5.8.1 Geometric Brownian Motion

Let us consider ones more the equation describing geometric Brownian motion
(5.5.19):

dX(@)=uX@®)dt+oX()dB(1), (5.8.1)
where 1 and o > 0 are constant. The system of determining equations becomes
§ o+ uxEy + 307006 — uE —2uxt =0, T=§&—§/x. (582

Substituting 7 into the first equation of (5.8.2), one obtains that the function
&(t, x) has to satisfy the linear parabolic partial differential equation

£, — uxEy + %azxzsxx + g =0. (5.8.3)
Using the change
I=—t, y= g In(x), &=uc Gk (k = 4\/5(0:(: 2M)>,
(5.8.3) is reduced to the heat equation
uy —uyy =0.

Any solution of the heat equation provides a solution of the determining equations
(5.8.2). For the sake of simplicity we study the particular class of solutions of (5.8.3)
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defined by the additional assumption £ = £(x). In this case the determining equation
(5.8.3) becomes

PE = (y + DHE - §) =0,
where y =20 ~2 — 1. The general solution of the last equation is
£=Cix+ Cox? 1, (5.8.4)

and, hence, T = Cpyx?. The solution of the Cauchy problem (5.6.10) is A(z, x) =
2C,ytx? . Thus, a basis of admitted generators consists of the generators

x0y, xV(x0y +2y10).

The first admitted generator coincides with (5.7.7). Taking into account Re-
mark 5.7.2, one can note that the second generator also coincides with (5.7.10).
For the first generator the transformations are X = xe“, f = t and the function
n=1.
Let us construct the Lie group of transformations corresponding to the second
admitted generator

xV (y~'x0, +219,).
The solution of the Cauchy problem
{%zM&@,%zamw
H(t,x,00=t, o, x,00=x
is
f=H=t(l+ax")2, i=¢=(a+x7)".
Then n? = H; = (1 + ax?)~2.

5.8.2 Narrow-Sense Linear System

Let i, v and o # 0 be constant. Consider the system of equations discussed in [13]
dX(t) =Y (t)dt,
dY (t) = —(vV?X(t) + uY (1))dt + odB(1).

This system of equations is called the narrow-sense linear system. The system of
determining equations (5.6.14), (5.6.15) for (5.8.5) becomes

E1p+ yELy — (V2x + uy)ELy + 50261,y — 2yT — & =0,

20+ Y2 — (V2x + uy)Eay + 5022 3y + 2002x 4+ uy)T + 12 + pér =0,
El,yZOy EZ,y_T=0~

(5.8.5)

(5.8.6)

From the last two equations one finds

t=k,, & =)
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Substituting these into the remaining equations of (5.8.6), one obtains that the func-

tions &1 and &> have to satisfy the equations

1+ Y861y —2y6 y — 6 =0,
E21 + yErx + (V2x + 1y)Er y + 30280 yy + V2E + pér =0.

Differentiating the first equation in (5.8.7) with respect to y, one gets
E1,x — 2y82,yy — 362, =0. (5.8.8)
Differentiating (5.8.8) with respect to y again, one finds
2y82.yyy +582,yy = 0.

The general solution of this equation is

(5.8.7)

1
&=H +—H+yH;,
VY
where Hi (¢, x), Ha(t,x) and H3(t, x) are arbitrary functions. Substituting &, into
the second equation of (5.8.7), one obtains

202y =2 Hy — Ly 32V xHy + y T V2 (SuHy + Hyy) + y' /2 Hy
+y(H3;+ Hy x +2uH3) + y2H3,x + Hy + vx2H3 + v2$1 +uH; =0.

Splitting the last equation with respect to y, one has Hy =0, H3 = f(t), and
Hy,+ uHy +vx?f +v26 =0, Hi+ f +2uf=0. (5.8.9)
Substituting &; into (5.8.8), and solving it, one finds
§1=3xf(1)+g(@).
Then the first equation of (5.8.7) gives
Hy=3xf"+¢.
Substituting &1 and H; into the first equation of (5.8.9), one finds
w2 f4+x@f +3f 0+ w) + g+ png +vig=0.
Splitting the last equation with respect to x, one has f(¢) =0, and
¢ +ug +v*g=0.
The general solution of the last equation depends on the relation between v and
W
e MI2(CLeNt + Cre 1), w? > 4%
g=1 e M2(C1 +1C), W =4
e M/2(Cy sin(yat) + Cacos(yat)), u? < 4v2,

=y ut/4 =2, yy=.v2—pu?/4

where
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For brevity we only proceed with the first case: u? > 4v2. In this case 7 = 0,
h =0, and

§1=¢7M(CreM! + CoeTM),
= MP2(Cr1y = /D" = Co(yr + /e ).
The basis of admitted generators consists of the generators

TN 4 (1 — w/2)dy), e TG — (1 + 1/2)dy).

(5.8.10)

A Lie group of transformations based on these generators does not change time ¢.
Applying the Itd formula one can show that the transformations corresponding to
these generators map a solution of (5.8.5) into a solution of the same equations.

5.8.3 Black and Scholes Market

Consider the system of equations discussed in [24],
dX () =pX(t)dt,
dY(t)=uY(@t)dt +0Y(t)dB(1),

(5.8.11)

where p, 1 and o are nonzero constants. For (5.8.11) the corresponding system of
determining equations becomes
ELr + pxElx + uyELy + 302y, — 2pxT — p&1 =0,
21+ pxEax + uyEay + 5029280y —2uyT — puEr =0,  (5.8.12)
Y1y =0, y&y—yr—5&=0.
From the last pair of equations of (5.8.12), one finds

£ =£1(1,%), r=sz,y—5y—2.

Substituting these into the remaining equations of (5.8.12), one obtains that the func-
tions &1 and & have to satisfy the system of equations

EL+ pxkre —2px(Eay — 2) — p&1 =0,

o (5.8.13)
&2+ px€ax — puyboy + 30°y°62 yy + né2=0.

Differentiating the first equation of (5.8.13) with respect to y, one gets
1 1
52, y 52, 2 52 - O'
oyt Ty

The general solution of the last equation is

&=yF(t,x)+yG(t,x)Iny.
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Substituting this &> into the second equation of (5.8.13), and splitting it with respect
to y, one obtains

1
G, +pxGy =0, F,+ pxFy,— <u — EUZ)G =0.

Thus
G=F,, F=yhxF+ F,,

where y = p_l(u — 02/2), and F1 = Fi(z), F, = F>(z) are arbitrary functions of
the argument z = — p~ ! In x. Substituting & into the first equation of (5.8.13), one
obtains

1,0+ px&1x — p&1 —2pxF1 =0.
Hence,
& =2xInxF1+xF3, &=@hlhy+yylhx)Fi+yF,, t=F],
(5.8.14)
where F3 = F3(z). A basis of admitted generators corresponding to (5.8.14) is
YRy, xF3()d:,  Fi(2)Q2xInxd, + y(Iny + y Inx)dy) + hd,
where z=1— p~'Inx,and h = Zf(; Fi(s — Mg,

-

5.8.4 Nonlinear It6 System

Let 1 and > be constants. Consider the system of equations discussed in [12],
M1
dX(t) = ——dt +dB (1),
(1) 0 1(2)
dY(t) = podt +dBs(t). (5.8.15)
The associated Fokker—Planck equation is

K1 M1
X2

1
utzz(uxx+”yy)+ M_TMX_H«ZM)*,

which has been studied by [6]. For (5.8.15) the corresponding system of determining
equations for (5.6.14), (5.6.15) becomes

gl,t + l%él,x + //L2~’;:l,y + %‘El,xx + %él,yy - 2%7: + f:_zlél =0,
E204+BE  + b2y + 38 wx + 3825y — 2127 =0, (5.8.16)
El,x —17=0, SZ,y —17=0, gl,y =0, 52,): =0.

From the last equations of (5.8.16) one can find

E1=&1(t,x), &=&(y), t=£&,.
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Substituting these relations into the remaining equations of (5.8.16), one obtains
that the function &; and &; have to satisfy the system of equations

gl,t + %%—l,x + %gl,xx - 2%52,)* + %Sl = 01
20 — 2E2y + 3625y =0, (5.8.17)
El,x - ";:Z,y =0.

Differentiating the third equation of (5.8.17) with respect to x and y, respectively,
one obtains

sl,xx = 07 E2,yy = 01
thus

E1=h1(O)x +ha(t), & =h3(t)y + ha(t).

Substituting them into other equations of (5.8.17), and splitting it with respect to x,
one obtains

hi —h3=0, hy=0, h5=0, hy—prh3=0.
Hence
§1=Cix, &=C(+mt)+C, Tv=Ci, (5.8.18)
and & =2Cyt. Thus, a basis of generators corresponding to (5.8.18) is
dy, X0y + (¥ + pat)dy + 2t0;.
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Chapter 6
Delay Differential Equations

Many mathematical models in biology, physics and engineering, where there is a
time lag or aftereffect, are described by retarded differential equations. Retarded
differential equations are similar to ordinary differential equations, but their evolu-
tion involves past values of the state variable. The solution of retarded differential
equations therefore requires knowledge of not only the current state, but also of the
state at previous moments. Although this type of equations plays a key role in many
branches, the theory of retarded differential equations is still being developed.

In this chapter, applications of group analysis to delay differential equations
(DDE) are considered. For the sake of completeness short introduction into the the-
ory! of delay differential equations is also presented here.

6.1 Delay Differential Equations in Mathematical Modeling

Delay differential equations appear in problems with delaying links where cer-
tain information processing is needed, for example, in population dynamics and
bioscience problems, in control problems, electrical networks containing lossless
transmission lines. Many examples of applications of delay differential equations
in mathematical modeling one can find in [2, 9, 12, 15, 23]. Here we present one
illustrative example.

Let us consider simple models describing a change of population. One of such
models is proposed by T.R. Malthus in 1798. It has the form

N(@{) =AN(), N(,)=N,>0. 6.1.1)

Here N (¢) is the population at time ¢t > #, and A > 0 is the growth coefficient. Ac-
cording to this model the population is growing exponentially, which is not realistic.
This model does not take into account overcrowding and food shortage. Preventing

I'The theory and applications of functional differential equations can be found in many books, for
example, in [2, 9, 12, 15, 23] and in many others.
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weakness of the Malthus model, P.F. Verhulst published in 1838 the logistic equa-
tion:

: N()
N(@t) =AN () <1 - T) , N(t,)=N,>0. 6.1.2)

The logistic equation can be integrated exactly, and has the solution
K

1+ CKe *t—to)’

where C = 1/N, — 1/K. Since N(t) - K when t — oo, this solution indicates
that the population growth tends to the finite number K, which is the maximum
number of individuals that the environment can support. The term (1 — %) in
(6.1.2) manages the rate of the population growth: the population is growing slower
if it tends to the stationary number K. The model described by (6.1.2) is more
realistic than the model described by (6.1.1), but it has some defects as well. One of
them lies in the fact that the population growth is monotone, whereas in the reality
the population is oscillating near the stationary solution. Another defect is related to
the fact that the population immediately reacts on the change of the population. The
model proposed by G.E. Hutchinson in 1948 corrects these defects and has the form

Nt —r1)

N(@t) =AN() (1 - T) (6.1.3)

Here the reaction of the population is considered with the delay t. This delay can
arise from variety of causes, for example, slow replacement of food supplies.

The presence of the delay in an equation cannot be considered separately from
setting the initial value problem. For (6.1.3), the initial value problem, in contrast to
ordinary differential equations, is set on the interval [7, — 7, #,]:

N(ty —5)=Ny(s), selty—1, 1] (6.1.4)

The set of solutions of the initial value problem (6.1.3), (6.1.4) is richer and their
behavior is closer to the reality than solutions of the previous models. In particular,
for some parameters solutions demonstrate oscillating behavior in tending to their
stationary state.

N(t)=

6.2 Mathematical Background of Delay Ordinary Differential
Equations

One of the main keys to solving determining equations of an admitted Lie group
of partial differential equations is an existence theorem of a local solution of the
Cauchy problem. For delay differential equations the existence of a local solution
plays a similar role. Since the theory of existence for delay ordinary differential
equations is well-developed, in this section we give a short review of results of this
theory. We use the terminology accepted in the theory of delay differential equa-
tions.” The reader familiar with delay differential equations can skip this section.

2See, for example, [6].
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6.2.1 Definitions and Theorems

Let us consider a system of ordinary delay differential equations

X(1) =G, x(81(1), x(g2(1)), . .., x(8n (1)), (6.2.1)

where x € R™, g;j(t) € [t —r,t],Vt > 19 (j =1,2,...,n), for some constant r > 0.
For example, for g1(1) =t — 1, g2(t) =t — 2, n =2, m = 1, the equation (6.2.1) is
written as

x(t)=3x@t—1) —x@ —2).
Definition 6.2.1 If a vector-function x (¢) is defined at least on [t — r, ], then a new
function y; : [—r, 0] = R™ is defined by
xe(s)=x(@+s), sel[-r0]L

We will denote the set of continuous on [—r, 0] functions with values in D by

2p={xe€C(-r,0]) | x()e DCR™, Vt € [-r,0]}.

Definition 6.2.2 The equation
X(t)=F(t,x) (6.2.2)
with the functional F : J x Zp — R™ is called a functional differential equation.

Here J is an interval («, 8) € R.

For any function x € Zp we define the value

xll-=sup [x(s)I,

—r<s<0
which can be considered as a norm of the Banach space 2gm containing the space
of functions x € 2p.

Example 6.2.1 For system of equations (6.2.1) the functional F(¢, x;) is defined as
F(t,x:) =G, x(g1(2) — 1), x¢(g2(t) — 1), ..., X (gn (1) — 1)).

Example 6.2.2 If the functional F is F(¢, x) = fBr x (s)ds, then the functional
differential equation has the form

0 t
)&(t):/x,(s)ds=/x(s)ds.
—r t—r

In studying existence and uniqueness for a system of ordinary differential equa-
tions we usually consider continuity and Lipschitz conditions. In the case of the
functional F (¢, x;) these conditions are replaced in the following way.
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Definition 6.2.3 A continuity condition is satisfied if for each given continuous
function x : [fg — r, B) — D, the function F(t, x;) is a continuous function with
respect to ¢ € [#g, B).

Let 2 be a subset of J x 2p.

Definition 6.2.4 The functional F : J x 2p — R™ satisfies the Lipschitz condition
on 2 (or F is Lipschitzian on 2) if there exists a positive constant L such that

[F(t, x)—F@ 0l <Lllx — xllr
for arbitrary (¢, x) and (¢, x) from 2.

Definition 6.2.5 The functional F : J x 2p — R™ is said to be locally Lipschitzian
if for each given (t9, x0) € J x Zp there exist numbers a > 0 and b > 0 such that
F is Lipschitzian on the subset

2={t,x)eJxZpltelto—a,to+alnNJ, x € Zp, lx — xol- <b}.

Notice that if a function F : J x D" — R™ satisfies the Lipschitz condition (as a
function), then it satisfies the Lipschitz condition as a functional F : J x 2p — R™.

Definition 6.2.6 The problem of finding a solution of system (6.2.2), with the initial
data

Xio(8) =Y (s), s€[tg—r,10] (6.2.3)

is called an initial value problem.

One has the following definitions and theorems like their counterparts for ordi-
nary differential equations.

Theorem 6.2.1 Let the functional F : [tog, B) X Zp — R™ satisfy the continuity
condition and be locally Lipschitzian. Then the initial value problem (6.2.2), (6.2.3)
with € 2p has at most one solution on [ty — r, B1), for any B € (ty, B1.

Theorem 6.2.2 Let the functional F : [ty, B) x Zp — R™ satisfy continuity con-
dition with respect to t in [ty, B) and let it be locally Lipschitzian. Then the initial
value problem (6.2.2), (6.2.3) with € 2p has a unique solution on [tg —r, to+ A),
for some A > 0.

Definition 6.2.7 Let ¢ (¢) on [ty — r, f1) and qB(I) on [t — r, B2) both be solutions
of problem (6.2.2), (6.2.3). If B> > B, then the solution qg(t) is called an extension
of ¢(t) to [tg — r, B2). A solution ¢ (¢) of (6.2.2), (6.2.3) is nonextendable if it has
no extension.

Theorem 6.2.3 Let F : [tg, B) x Zp — R™ satisfy the continuity condition, and
let it be locally Lipschitzian. Then for each W € 2p, problem (6.2.2), (6.2.3) has a
unique nonextendable solution.
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6.3 On the Definition of Admitted Lie Group for DDE

This section is devoted to constructing determining equations of an admitted Lie
group for delay differential equations. We start with an example which relates def-
initions of determining equations of an admitted Lie group for integro-differential
equations and definitions of determining equations of an admitted Lie group for
delay differential equations.

6.3.1 Example

Let us construct a determining equation of an admitted Lie group for the integro-
differential equation

0
x/(t)zfx(t—i—s)ds. 6.3.1)
~r
According to the definition of the admitted Lie group with the generator X =
T(t, x)0; + n(t, x)0dy, the determining equation is written as
e (8, x (1) + X" (Onx (2, x (1) — X" ()T (2, x (1))
—x'(0) (1, x (1)) + X' () T2 (1, X(1)))

0
:/(n(t+s,x(r+s))—x’(z+s)r(t+s,x(t+s))) ds. (6.3.2)

Equation (6.3.2) should be satisfied for any solution x = x(¢) of (6.3.1). The deter-
mining equation of an admitted Lie group is still an integro-differential equation,
and it is not easy to split it. However, differentiating (6.3.1), one obtains the delay
differential equation

X" =x@)—x@ —r). (6.3.3)
The Cauchy problem for this equation is posed by adding the initial conditions [15]
X(to) =x1, X, () =Y (), sElto—1.1,], (6.3.4)

with an arbitrary value x| and an arbitrary continuous function .

6.3.2 Admitted Lie Group of DODE

Relations between integro-differential equation and delay differential equation con-
sidered in the example above give an idea of an application of the definition of the
admitted Lie group, developed initially for integro-differential equations, to delay
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differential equations.®> For the sake of simplicity the method of constructing the
determining equations of an admitted Lie group is explained for a single first-order
delay differential equation (x € R') with one delay

D, x(t)=x)— F(t,x(t),x(g1(2))) =0, (6.3.5)

and the function F that depends on the independent variables (¢, x, y). Extension
to a multi-dimensional case, multiple delays, and higher order is made without any
additional obstacles.

Suppose a one-parameter Lie group G!(X) of the transformations

i=f'(t,x,a), X=f"(t x,a) (6.3.6)
with the generator
X =1(t,x)0 +n(t, x)0x

is given. Formally* the determining equations of an admitted Lie group for delay
differential equations is constructed similarly to those for integro-differential equa-
tions. Assume that the Lie group G (X) transforms a solution xq(¢) of (6.3.5)

D(t,x(1) =x(t) — F(t,x(1),x(g1(1)) =0,
into the solution x,(¢) of the same equation. The transformed function x, () is
xq(t) = f*(t, x0(2), @)

with the expression ¢ = ¥'(f; a) substituted, which is found from the relation
t = f!(t,x0(t), a). Differentiating @ (7, x,(f)) with respect to the group parame-
ter a, and considering this equation for the value a = 0, one obtains the determining
equation of an admitted Lie group

£t X6 (1), Fo (1), Ko (1)) — £5 (1, X0 (1), %o (1) Fi (2, X6 (1), Xo(81 (1))
— &5 (g1(1), x0(81(1)), %o (g1(1))) Fy(t, X0 (1), xo(g1(1))) =0, (6.3.7)
where
Nt x, %) =n(t,x) —x1(t,x),  5(t,x, %, %) = D;c5(t, x, %),

and D is the operator of the total derivative with respect to ¢:
D 0 + X 0 +X 0 +
=—4X—+Fi—+ .
Tar T Tox T ax

Equation (6.3.7) can be rewritten in the form

(XP)jx=x,1) =0, (6.3.8)

3This idea was realized in [21, 22], see also [13].

4The reason to consider this procedure as a formal construction was discussed in the section de-
voted to integro-differential equations.
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where the operator X is the prolongation of the canonical Lie-Bicklund operator
X = {*0, equivalent to the generator X extended by {9, for the delay term y =
x(g1(0):

X =0 + 870y + 05
The coefficient ¢ is equal to the coefficient {* considered at the delayed point:

¢H (it x(0), X)) = (g1(1), x(81(1)), X(81(1)))-

Definition 6.3.1 A one-parameter Lie group G of transformations (6.3.6) is a sym-
metry group admitted by (6.3.5) if G! satisfies the determining equation (6.3.8) for
any solution x(¢) of (6.3.5).

The main features of the determining equation in the given definition is that they
should be valid for any solution of (6.3.5). This allows splitting the determining
equation with respect to arbitrary elements. Since arbitrary elements of delay differ-
ential equations are contained in the determining equations of an admitted Lie group
similarly to the case of differential equations, the process of solving the determin-
ing equations for delay differential equations is analogous to finding the solutions
of the determining equations for differential equations. This will be demonstrated in
examples.

Notice that the given definition is free from the requirement that the admitted
Lie group should transform a solution into a solution, and also it can be applied
for finding an equivalence group, contact and Lie-Bécklund transformations for
functional differential equations.

6.3.3 Symmetries of a Model Equation

The determining equation of an admitted Lie group for (6.3.3) considered at the
point (¢, + 0) (right hand side limit), after substitution into it the derivatives

X(ty) =x(ty) —x(ty — 1), xw(to):xl_x(to_r)’

becomes

205x (Lo, Xo)X1 + N1t (Lo, Xo) + Nxx (Lo, xo)x12 + 0x (o, X0)Xo — Nx (o, Xo) X2

— 215 (to, X0)XT — Tut (to, X0)X1 = 2T (19, X0)Xo + 271 (10, X0)X2 — Tax (f, X0) X7

— 31y (to, Xo)x0X1 + 3Tx (15, X0)X2X1 — N(t0, Xo) + Nty — 1, X2)

+ (T (t07 xO) - r(t() - r7 x2))x3 = 07 (6.3.9)
where x, =V (t,), xo = ¥ (t, — r), x3 = ¥’(t, — r). By virtue of the theorem of the
existence of a solution of the Cauchy problem (6.3.3), (6.3.4) with an arbitrary func-
tion ¥ (s) and an arbitrary value x1, the values ¢,, x,, x1, X and x3 can be assigned

arbitrarily. The arbitrariness of these variables allows one to split the determining
equation, and then to find the general solution of the determining equation. Further
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analysis is similar to the classical analysis of solving determining equations of an
admitted Lie group for partial differential equations. Since the values ¢, and x, are
arbitrary in the determining equation, they are written as ¢ and x, respectively.

The determining equation (6.3.9) can be split with respect to x; and x3 into the
five equations

zntx(t»x) - ‘Clt(tv-x) - 3Tx(t9x)x + 3Tx(t1x)-x2 :07
Nex (8, X) — 2T (£, x) =0, T (£, x) =0, T(t,x) —t({t —r,x2) =0,

(6.3.10)
Nee(E, X) + 0 (2, x)x — 0 (2, X)x2 — 27, (¢, X)x + 274 (2, X)x2

—n(t,x) +nt —rx2)=0.
The first equation can be also split with respect to x»:
20, x) — (8, x) =0, 7T, (t,x)=0.
Hence, the first four equations of (6.3.10) give
2n(t,x) =x(c1 +7' M)+ o), (O =1 —r),

where c; is constant. Substituting this representation into the last equation of
(6.3.10), and splitting it with respect to x, and x,, one obtains

(t) — 47’ (1) =0, 37(t)+7'(t —r) =0,

¢" (1) — o) + ot —r) =0.
The general solution of the first two equations is T = ¢, where ¢ is constant. Then
the infinitesimal generator corresponding to the admitted Lie group is

X =20, +c1x0x + @(1)0y,

where the function ¢(¢) is an arbitrary solution of (6.3.3).

6.3.4 Differential-Difference Equations

Delay differential equations with a constant delay can be considered as a particular
case of differential-difference equations. Differential-difference equations appear,
for example, as numerical models of differential equations. It is known that the same
system of partial differential equations can be approximated by different numerical
schemes. Inheritance of symmetry properties of differential equations in a numerical
scheme can be a criterion for choosing the scheme. Several approaches are being
developed for application of group analysis to differential-difference equations.’
Since the discussion of the results of such applications would require extension of
our study to numerical schemes which are beyond the scope of the present book, the
reader is referred to [3]° where this subject is systematically developed.

5See a review of results in [11] (vol. 1).

6 And references therein.
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6.4 Group Classification of Second-Order DODEs

This section deals with a second-order delay ordinary differential equation

y”:f(%y,)’r,y/»y;) (641)

where y; = y(x — 1), ¥, = ¥'(x — 7). The Cauchy problem for (6.4.1) is formulated
as follows. The initial conditions are

yx)=x(x), x€x—1,x0), ¥ (x0)=y1. (6.4.2)

Assuming some continuity conditions of the functions f and x, the initial value
problem (6.4.1)—(6.4.2) has a solution. Here x, y; and y are arbitrary.

The purpose of this section is to give a complete group classification of second-
order DODEs with respect to admitted Lie groups.’

Remark 6.4.1 For an ordinary differential equation the presence of an admitted Lie
group allows one to reduce the order of the equation. The use of the admitted Lie
group for DODE:s is still an open problem.

Remark 6.4.2 A symmetry classification of second-order difference equations was
studied in [4, 5].

6.4.1 Introduction into the Problem

The group classification problem of differential equations was formulated by S. Lie.
He proved that any non-singular invariant system of differential equations can be
expressed in terms of differential invariants of the corresponding symmetry group.

The group classification of an ordinary differential equation is based upon the
enumeration of all possible nonequivalent Lie algebras of operators admitted by
the chosen type of equations. S. Lie gave the classification of all dissimilar Lie
algebras (under complex change of variables) in two complex variables. In 1992
A. Gonzalez-Lopez et al. ordered the Lie classification of realizations of complex
Lie algebras [7] and extended it to the real case [8]. The mentioned works do not
exhaust all papers devoted to realizations of Lie algebras. We use here Table B.1
that appears in [16].

Recall that for second-order ordinary differential equations with one dependent
variable the group classification was obtained using the following strategy.® First,
all Lie algebras on the plane being nonequivalent with respect to a change of the
variables were constructed. Differential invariants of operator of these Lie algebras

TThis result was obtained in [19, 20].

8The study of the problem of group classification for second-order ordinary differential equations
in complex domain was carried out by S. Lie and is reviewed in [11].
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prolonged up to second-order were obtained. Using these invariants, the represen-
tation of second-order ordinary differential equations were found. These equations
compose a group classification of second-order ordinary differential equations. This
classification is presented in Table 3 [1 1.2

6.4.2 Determining Equations

Let a one-parameter Lie group G! of transformations
X=¢x,y,a), y=¥(x,y,a) (6.4.3)
has the generator
X =§&(x, y)ox +n(x, y)dy. (6.4.4)

According to the definition, the one-parameter Lie group G' of transformations
(6.4.3) is admitted by (6.4.1) if the coefficients of the generator satisfy the deter-
mining equation

X" = fo 9,0, ) 1) =0 (6.4.5)

where the operator X is the prolongation of the canonical Lie-Bicklund operator
equivalent to the generator X:

X=¢%0,+¢" 0y + ¢ 0y, (6.4.6)
extended for the delay terms:
X=X+0"70, +¢70y.
Here D is the operator of the total derivative with respect to x,

¢ (x,y,¥) =n(x, y) = y'E(x, y),
T (x, yr, y) =0V (x — T, ye, yy)
=n(x — T, y1) — y;E(x — T, yo),
¢,y ¥y = DY)
=nx(x, y) + [0y (x, y) — & (x, 1Y
— & (x, y)y? —E(x, y)y,
EY (Ve Ve V) = 8 (= T ye, v, YY)
=nx(x =7, y0) + [0y (x — 7, y1) =& (x — T, yo)lyy
—Ey(x =T, y)YE —E(x — T, y0)yY
¢y, ¥ YY) = DY)

9See vol. 3, page 201.
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= xx (%, ¥) + [277xy(x’ ¥) = &xx(x, y)]y/
+ [y (o, ¥) = 280y (x, Y2 = &y (x, 1))
+ [0y (x, y) — 28 (x, Y)1y" = 3&,(x, )Yy — E(x, y)y"".

Equation (6.4.5) holds for any solution of (6.4.1), hence the derivatives y”, y7 and

y" are:

y”:f, y.g:fr’
yW:szfx—I—y/fy"‘yéfyf+ffyl+frfy;’

where fr = f(x — 7, yr, Y20, Vi ¥5,)s Y2r = y(x —27) and y}_ = y'(x — 21). Sub-
stituting these derivatives into the determining equation (6.4.5), it becomes

—Ey )"+ (yy — 26bay + £, )Y +EL ¥+ Qiay — Exx)y’
+ Ex —ny) fyY =3 Y + e — Sy + 1y — 260 f — 0% fy,
+ (& —my ) fyye — fx& = fin—n"fy,
+E =)y +E =8 fefy, =0. (6.4.7)

6.4.3 Properties of Admitted Generators

By virtue of the Cauchy problem x, y, y;, ¥, ¥;, y2r and y)_ in (6.4.7) can be con-
sidered as arbitrary variables thus allowing splitting the determining equation with
respect to these variables.

If fy, # 0, then splitting the determining equation (6.4.7) with respect to y;_
implies § = &7, If fy, =0, then the assumption of DODE implies that f must
depend on the delay terms, i.e. f,, # 0. Splitting (6.4.7) with respect to y,, we also
get £ = &7, This shows the periodic property of &, i.e.,

§(x,y)=&(x —1,y7). (6.4.8)

Since this property is valid for any solution of the Cauchy problem, then (6.4.8)
implies that the function & does not depend on y, i.e., £, = 0. Moreover, property
(6.4.8) allows rewriting the determining equation (6.4.5) in the form

X(y//_f(-xvyvy‘[ay/vy;))|(6_4.l):07 (649)
where the operator
X=X+&D
= £, + 170y + 0778y, + 107 0y + 1P By + 1 By (6.4.10)

has the coefficients
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n’(x,y) =n(x,y),
n’T(x, yo) = n(x — 7, y7),
@y, ) = e y) + [y () — £ 1Y — £ )y 2,
P O, ye, ) =07 (x — T, e, YL
=0(x — T, y0) + [0y (x — T, y0) — & (x — T, yo)ly;
— &y (x — T,y
Ly YY) = e (0 9) + 202y (5, ¥) = Eex (6, 0)1Y
+ [y (6, 9) = 260y (x, 1Y/ * — &4y (x, 1)y

+ [y (x, y) = 26 (x, MY = 38, (x, )y'y".

The difference between the generators X and X is the following. The generator
X acts in the space of variables (x, y, yr, y', ¥, ¥”), whereas the coefficients of the
operator X also include the derivatives y/ and y"’.

Equation (6.4.9) means that the manifold defined by (6.4.1) is an invariant mani-
fold of the generator X. Since any nonsingular invariant manifold can be represented
in terms of invariants of the generator X, then for describing equations admitting the
generator X, one needs to find all invariants of the generator X.

Another property of admitted generators, which allows developing a method for
classifying all second-order delay ordinary differential equations is the following.
Direct calculations show that if two generators X and X, are admitted by (6.4.1),
then their commutator [X1, X»] is also admitted by (6.4.1). This property allows
stating that the set of infinitesimal generators admitted by (6.4.1) composes a Lie
algebra on the real plane. Notice that in contrast to differential equations this prop-
erty is not necessary for delay differential equations. Since the set of all finite-
dimensional nonequivalent Lie algebras acting on the real plane is known,!? then
the Lie algebra admitted by (6.4.1) is equivalent to one of this set.

As it was mentioned, realizations of Lie algebras in vector fields on the real plane
is given up to local diffeomorphisms, i.e., up to a change of the dependent and inde-
pendent variables. DODESs do not posses an equivalence transformation related with
the change of the dependent and independent variables. Hence, for finding invariant
second-order DODE one needs to consider the representation of a Lie algebra in the
form which is equivalent to one of the Lie algebras of Table 1 [16]. The equivalence
is considered with respect to a change of the dependent and independent variables.

Consider an invertible (nonsingular) change of variables:

x=hx,y), y=gQ&y), (6.4.11)

and its inverse

X =h(x,y), y=g(x,y), (6.4.12)
with the Jacobian A = h, gy — gchy #0.

10For example, Table 1 [16].
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The operator X (6.4.4) in the variables (x, y) becomes
- _ _. 90 __ _ 0
X=£,y)—=+1(x,))—=, (6.4.13)
ax ay
where the coefficients are related by the formulae:

§0, ) = XM E I empry) 5mery)
= [E(h(x, y), gx, y)hi(h(x, y), g(x, y))
+ 7(h(x, ), g(x, yDh5(h(x, ), g(x, )],
N ) = X@EE It 5etrn)
=[E(h(x,y), g(x, y)ge(h(x, y), g(x, )
+7(h(x, y), g(x, y)g5(h(x, ), g(x, y)].

The derivatives

hg(h(x,y), g(x,¥), hsh(x,y),g(x,y)),

and

gx(h(x,y),g(x,y)), gy(h(x,y),gx,y))

can be found by differentiating the identities

x=h(h(x,y),8x,y), y=ghx,y),gx, )

with respect to x and y:

L=hz(h(x,y), 8(x, y)he(x,y) +hs(h(x, y), g(x, y))gx(x, y),
0=hz(h(x,y), gx,yDhy(x,y) +h5h(x,y), g(x, ¥)gy(x,y),
0=gz(h(x,y),8(x, y)hy(x,y) + 8g5(h(x,y), g(x, ¥)gx(x,y),
1 =gz(h(x,y), g(x, yDhy(x,y) + g5(h(x, y), g(x, y))gy(x, y).

Solving these equations, one finds
h(h(x,y), g(x, ) = A7 (x, ) gy (x, ),
Ry (h(x, y), g(x, ) = =47 hy (x, ), (6.4.14)

gi(h(x,y),g(x,y) =—A"g (x, ),
g5(h(x,y), 8(x, ) = A e (x, ).

Thus,

E(x,y) = A7 (x, W[E((x, y), g(x, Y)gy(x, y) — ii(h(x, ¥), g(x, Yy (x, Y],

n(x,y) = A", [, y), g0, )R (x,y) — E(h(x, ¥), g(x, ¥))gx (x, ¥)].
(6.4.15)
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6.4.4 Strategy for Obtaining a Complete Classification of DODEs

Since the set of generators admitted by a second-order DODE composes a Lie al-
gebra, this algebra is equivalent to one of 56 Lie algebras of Table 1 [16]. Thus, for
complete group classification of second-order DODEs one needs to carry out the
following steps for each class of 56 Lie algebras:

(a) select a Lie algebra” from Table B.1,
(b) change the variables original variables x and y to the variables x and y (6.4.12),
(c) find invariants of the Lie algebra in the space of the changed variables (x, y, y;,
Y ye ¥,
(d) use the found invariants to form a second-order DODE.
Applying this strategy one obtains representations of all second-order DODEs
admitting a Lie group.

6.4.5 Illustrative Examples

This subsection gives examples which illustrate an application of the above strategy.
Complete results of the classification are presented in Table B.2.

The construction of all equations (6.4.1) admitting a Lie algebra L requires the
solution of the determining equation (6.4.7) for known coordinates éi (x,y) and
ni(x,y) (i =1,2,...,k) of basis operators of a Lie algebra L’}. Here the notation
L;? denotes the n-dimensional Lie algebra of the number j from Table B.1.

Example 6.4.1 Let us consider the three-dimensional Lie algebra L?O, which is
defined by the generators

X1 =0z, X2=05 X3=x0+(+Yy)dy. (6.4.16)
Changing the variables x = h(x,y), y = g(x,y), and using (6.4.15), the compo-
nents & become:

s1=A7"gy, Hr=—4""hy, &H=2A7(hgy—(h+hy).
Conditions (6.4.8) imply that (§;), =0 (i = 1,2,3). Equations (&), = 0 and
(é3)y = 0 lead us to the restrictions /2y, = 0 and
h(x) —h(x —1)=c, (6.4.17)

where c is an arbitrary constant. Then the Jacobian is A = h, g,. Generators (6.4.16)
become
1 1 h h+gh,—h
Xlz_ax_g—xay, X2=—ay, X3:—8x+(g)—xgxay_
hy hyg y 8y hy hyg y

1'The selected Lie algebra is considered in the variables (x, y).



6.4 Group Classification of Second-Order DODEs 265

For finding invariants, we consequently solve the equations
fi0=0, XPr=0, XPJ=o0,

where J = J(x, ¥, yr, ¥, yi, ¥, X; is the operator (6.4.10) of the generators X;
i=12,3).
To find invariants with respect to X| we have to solve the equation

X\J =0, (6.4.18)
where
X1 = &) 4+ (e, )y + 0] Ly, YNy 07 (2,3, Y, ¥y
(=T, 30y, + 0 (= T, e, Vo) Dy
For integrating (6.4.18) one has to solve the characteristic system of equations
dx dy dy' dy" dy. dy;

1" T

§1 m n{ 771y UR ni]’

Since the coefficients of this characteristic system are cumbersome, it is difficult to
find its invariants. However, one may note that the first part of this system (without
last two equations containing the variables related to delay) is equivalent to the
system which corresponds to the prolongation of the original generator X| with the
variables (x, y, y', y"):

dx dy dy dy’

1 0 0 0
Differential invariants of the last system are easily obtained: y, y’, ¥”. Hence, three

invariants of (6.4.18) are:!2
Dg(x,y)
Jl(x,)’)Ig(xs)’)» J2(xvysy/):47
Dh(x) (6.4.19)
ey, yyy = 212230 h
3(x, ¥,y Dh(x)

The other two invariants are chosen as follows

JI=N(x—1,y0), J3=JDx—1y,y). (6.4.20)

Direct calculations show tpat (6.4.19)-(6.4.20) compose the universal differential
invariant of the generator X . Hence, the general solution of (6.4.18) is

J=®, T, 1, JE, J3). (6.4.21)

At this step, the function @ (y1, y2, ¥3, y4, y5) is an arbitrary function.
For solving the other two equations

X>J =0, X3J=0, (6.4.22)

12These invariants are obtained by changing the dependent and independent variables in the invari-
ants (x, 3, ¥, ¥").
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one has to find the function @ (yy, y2, y3, y4, ¥5) which satisfies the equations

Xo@ (1, JT, Ja, IS, J3) =0, (6.4.23)
X3® (I, I, o, I3, J3) = 0. (6.4.24)
Equation (6.4.23) becomes'?
Dy, + Dy, =0.
The general solution of this equation is
@ =Y (1 — 2,53, Y4, Y5)

where the function v (z1, z2, 23, z4) is arbitrary.
For solving (6.4.24), we have to find the function v (z1, z2, 23, z4) Which satisfies
the equation

Yoo + Vo + 2102 — 24V, =0.

This equation was obtained by substituting J = ¥ (J1 — J[, J2, J5, J3) into (6.4.24).
The general solution of this equation is

V¥ =H(zp — 23,216 2, 24€%?),

where H is an arbitrary function.
Thus, the universal invariant of the Lie algebra L?O consists of the invariants

Jh—Jf, (h—JDe 2, Jzeh.
The set of equations admitting the Lie algebra L?O has the following form
B=e2f(h—JF, (Ji —JDe ).

Because of the meaning the functions Jp, Jf ,Jo, JZT and J3, we represent this
equation in Table B.2 as

Y'=eV F( = Ve (v = yoe ™).
Example 6.4.2 Let us consider the Lie algebra determined by the generators

X1 =0z, Xo=m(X)d5, X3=m(X)0d5, ..., Xp41=10,(X)05

where the functions ny, 12, n3,...,n, form a fundamental system of solutions of
an r-order ordinary differential equation with constant coefficients

N 4+ e + e =0.
These Lie algebras are L%,LS,L3 L3, L3 L3 L% L3 L% L4, L%, LY

11> 15> 17> ~26° ~27° =28 =31> 32> ~33> ~34>
L. L3, L3, of Table B.1.

13The computer system of symbolic calculations Reduce [10] was used for obtaining these substi-
tutions.
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Case r = 2. The Lie algebra is defined by the generators
X1=0z, Xo=mX), X3=mn2x)35,
where 11, 17 satisfy the equation
0" =—(cin’ + cam). (6.4.25)

In Table B.1 these Lie algebras are L L L11 , L35 and L17 Changing the variables
(6.4.12), the generators become
1 h h
Ll o8y x,= n1( )By, X3:772( )By.
hy hyg y 8y 8y

The general solution of the equation X1J =0 is obtained similar to (6.4.21). Ap-
plying the generators X;, X3 to the function J = ¥ (yy, y2, ¥3, Y4, ¥5, Y6) With

vi=Ji, o=J{, y3=Jr, ya=Jy, ys=J3, ye=J3,
where J; = J3(x — T, yz, y;, y/), one obtains the system of differential equations
MWy, + 0\ Wy + 0] Wys + 0Ty, + 0T, + 1T, =0,
MWy, + na¥y; + 0 Wys + 0y Wy, +1'3%, + 030 =

where nf = n;(h(x — 1)), '] =n;j(h(x — 7)), n" [ =n](h(x — 7)) (i = 1,2). No-
tice that for second-order delay differential equations of the form (6.4.1) one has
Wy, = 0. Substituting " and n” 7 found from (6.4.25) into (6.4.26), they become

(6.4.26)

Mm%y, + 0¥y, — (c1ny +can)Wys + ni ¥y, +0'1Wy, — (10T + coan)) ¥y =0,
MWy, +1yWy, — (c1ny + c2m)Wys + 13 Wy, + 1'5W,, — (c1n' + c2nf) Wy, =0.
In matrix form, these equatlons can be rewritten as
Pz — V¥, Pc+P'z" =0. (6.4.27)

Here

n 77/1 2 lI/yli| T [Wyz] T
D = , = , 2= , 2= , D' =D (h(x —1)).
|:’72 77/2i| |:Cli| |:lpy3 Py, " )

Since n; composes a fundamental system of solutions of (6.4.25), @ is a fun-
damental matrix, which has the properties @ (v — ¢) = @(v)C and det® # 0
with a nonsingular matrix C = [c¢;j]2x2 [18]. By virtue of (6.4.17) one has that
D (h(x — 1)) = @ (h(x))C. Multiplying (6.4.27) by o1, system (6.4.27) is rewrit-
ten as

z—¥yc+ Cz' =0. (6.4.28)
Hence, these equations are
v, — Cle/yS + ¥y, +cp¥y, =0,
vy, — vs + C21¥y, + oWy, =0.
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Because the coefficients of these equations are constant, one easily obtains the uni-
versal invariant
Btcih+eldi, Jf—cndi —culr, J; —ciadi —cnla.
Therefore, the invariant equation has the form
J3=f(Jf —ciidy — oo, I —cindi — e a) — (c1 2 + 2 J1).

Because of the meaning of the functions Ji, JIT ,Jo, sz and J3, we present this equa-
tion as

Y'=f(yr —ciiy — ey’ yr — cioy — eny’) — (c1y’ + cay).
Case r = 3. The Lie algebra is defined by
X1=0z, Xo=nmX@)05, X3z=mn(x)dy, X3=n3(X)0,

where 11, 12, n3 compose a fundamental system of solutions of the equation

n" =—(c1n" +can' + cam). (6.4.29)
In Table B.1 these Lie algebras are Lg6, L‘2‘7, L‘2‘8, Lgl, Lg'z, L‘3‘3, L‘3‘4, L§6 and L§7.
Changing the variables (6.4.12), the generators become
1 h h h
X1=—8x—g—xay, X2=m( )8% X3=772( )3}., X4=773( )ay.
hx hxgy 8y i 8y 8y

The general solution of the function X1J =0 is obtained similar to (6.4.21). Ap-
(3)

plying the generators X,™, Xf), Xf) to the function J = ¥ (y1, y2, ¥3, ¥4, ¥5, V6,
y7, y8) with
vi=Ji, m=J{, 3=h, ya=J;, ys=0h, ye=J3, y1=1J4, s =Jj,
_ DUs(x, 3,5, 5")
Dh(x,y)
one obtains the system of differential equations
MWy, + 0Py + 0 Wys + 07" Wy + 07 Wy, + 0Ty + 0" Wy + 0" [W =0,
MWy, + 1%y + 0y Wys + 15 Wy + 0y Wy, + 1058y, + 173 + 10" 3 W =0,
MWy + 3%y + 03 Wys + 03 Wy +05Wy, + /5%y, + 05y + 175 =0,
where 17 = n;(h(x — 1)), '] =ni(h(x — 1)), "] =n/h(x — 1), "'} =
n!"(h(x — 1)) (i = 1,2, 3). Here the variables ys, y7 and yg are introduced for sim-
plicity of the representation of the equations: for second-order DODEs ¥, = 0,

¥, =0, ¥, = 0. Substituting ;”, and 1"} found from (6.4.29), the above system
of equations has matrix form

Pz - ¥, Pc+P'z" =0. (6.4.30)

I I =Tae =Ty ve vl v,

Here
oy ny & v, Wy

= |mnon, |.e=|cl|,z=|¥, |, 28 =¥, |, P"=D(h(x —1)).
n3 0 4 c1 Pys vy
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Since n; composes a fundamental system of solutions of (6.4.29), @ is a fundamen-
tal matrix, which has the properties @ (h(x — 1)) = @ (h(x))C, det® # 0 with a
nonsingular matrix C = [¢;;]3x3. Multiplying (6.4.30) by @~ as in the previous
case, system (6.4.30) is rewritten as

z— Yy c+Cz" =0,
or
Uy, — c3Wy, + ey, + ey, + i3y =0,
Wyy — ¥y, + cn Wy, + Wy, + 3%y =0,
Yy — a1y, + ey, + ey, +c33¥y,, =0.

Solving these equations and using the conditions ¥y, = ¥, = 0, the universal
invariant of this Lie algebra is found

J{ —cendi —car —e31d3, Jy —cipdi —cndr —cn ds.
Since second-order DODEs are studied, one needs to assume that
(c31)* + (c32)* #0. (6.4.31)
The invariant equation has the form
¢(Jf —cnJi—ceandr—c3dz, J; —cipJi—cends — C32J3) =0,

where ¢ (z1, z2) is an arbitrary function. Because of the meaning of the functions
J1, Jf ,J, J2t and J3, we represent this equation as

¢(yr —criy —eary —eay”, yy —cioy — ey’ — ey”) =0.

Case r > 4. Proceeding in the same manner as in the previous case, one obtains
the universal invariant of the Lie algebra

r r
Jf—zcilfi, JQT_ZCiZJi,
i=1 i=1

where J; is the representation of y¢~1 after the change of variables. The set of
equations admitting the generator Lgo is

r r
¢(Jf =Y endi, J3 - ZQ’ZL’) =0,
i=1 i=1
where ¢ (z1, z2) is an arbitrary function which satisfies the restrictions

Citdy +cing;, =0, i=4,...,r

As before, because of the meaning of the functions Ji, J f ,J, J2t and J3, we repre-
sent the invariant equation in the form

r r
¢(yr =Y Y,y - Zc,'zy(l”> =0.
i=1

i=1
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Remark 6.4.3 Condition (6.4.31) guarantees that the denominators in the repre-

sentation of second-order DODE admitting Lie algebras Lgé, L‘2‘7, L‘2‘8, Lg‘l, L§2,

Lg3, L§4, L§6 and L§‘7 are not equal to zero.

Example 6.4.3 Consider the Lie algebra L%]. This Lie algebra is defined by the
generators

Xi=0, Xa=X%d% X;=id
which after changing the variables become
1 h h h? h?
Xi=—d— 558, Xp=—d — 2509, Xz=-—0— %,
hy hxgy hy hxgy hy hxgy

Invariants of the first generator are (6.4.21). Applying the second generator X; to
the function @ (y1, y2, y3, y4, ys) with

vi=Ji, »=J{, 3=h, ya=J5, ys=13,
one obtains the equation
V3@yy + y4®y, +2y5Pys = 0.
The general solution of this equation is @ = V¥ (vy, v2, v3, v4), Where ¥ is an arbi-
trary function and
Y5 Y5
002 T o

Applying the generator X3 to the function v (J1, JY, C /,3)2 , (JJ#
2

V1 =Y1, 02=)Y2, V3=

), one finds

v3wv3 + U4Wv4 =0.

. . . S JI .
Thus, the universal invariant of this Lie algebra, J;, J{, (1—22)2, has no any term with
the second-order derivative. Hence, there are no second-order DODEs admitting a
Lie algebra equivalent to L%l.

Example 6.4.4 Consider the Lie Algebra L?6’ which is defined by the generators
X1=03, Xo=05, X3=(bx+y)oz+ (by—X)35.

Changing the variables and using the conditions &§;y, =0and §;(x) =§;(x — 1) (i =
1,2, 3), one gets hy = g, = 0. This is the contradiction to the assumption A # 0.

6.4.6 List of Invariant DODEs

Table B.2 shows the complete group classification of second-order DODEs. The
second column in the table is the representation of equivalent of Lie algebra from
Table B.1. Generators of this Lie algebra are presented in the third column. The
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representation of second-order delay ordinary differential equations admitting the
Lie algebra is shown in the last column. The representation is given in schematic
form: the variables x, y, yr, ¥, y., y” in this table have to be exchanged with their
images after a change of the variables.

6.5 Equivalence Lie Group for DDE

Most differential equations include arbitrary elements: constants and functions of
the independent and dependent variables. A transformation of the independent and
dependent variables, and arbitrary elements is called an equivalence transformation
of a system of differential equations if it conserves a differential structure of the
equations. If a set of equivalence transformations of partial differential equations
composes a Lie group of transformations, then the Lie group is called an equivalence
group.'

Since equivalence transformations allow one to simplify the system of equations
in hand, the problem of finding equivalence transformations is one of the milestones
in group classification problem.

This section is devoted to a reasonable generalization of the definition of an
equivalence Lie group for delay differential equations. The main item in defining
an equivalence Lie group for delay differential equations is similar to that used in
defining an admitted Lie group. Recall we say that a Lie group is admitted by de-
lay differential equations if the coefficients of the infinitesimal generator of this
group satisfy the determining equations. In writing the determining equations of
an admitted Lie group of point transformations the Lie-Bicklund representation
of an infinitesimal generator is used. However, even for partial differential equa-
tions there does not exist a definition of a Lie—Bicklund operator of an equivalence
Lie group. Hence, this section starts with the presentation of determining equations
for the equivalence Lie group of partial differential equations in terms of the Lie—
Bicklund operator. These equations can be obtained by differentiating with respect
to the group parameter the transformed system of partial differential equations in
which the transformed solution has been substituted.

6.5.1 Lie—Bdicklund Representation of Determining Equations
Jor the Equivalence Lie Group of PDEs

Consider a system of partial differential equations with the independent variable x,
dependent variable u, and arbitrary element ¢, which transfers a system of differen-
tial equations of the given class

14The infinitesimal approach for finding equivalence group of partial differential equations is given
in [17]. The generalization of this approach is considered in [13]. Extension of the last approach to
delay differential equations is presented in [14].
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Froe,u, p,d)=0 (k=1,2,....5) 6.5.1)

into the system of equations of the same class. Here (x,u) € V C R"™, and ¢ :
V — R'.

The problem of finding equivalent transformation is formulated as finding a
transformation of the space R"™ M+ (x, u, ¢) that preserves the equations, while
only the change of their representative ¢ = ¢ (x, u) is accepted. Assume that a
one-parameter Lie group of transformations of the space R"*™*! with the group
parameter a:

X=fxupra), u = fU(xu dia), ¢ = fOxugia)  (65.2)
satisfies this property. The generator of this Lie group has the form
X = &3 + 1"y + %0y,
where the coordinates are
=), 0 =" (e, 9), 0% =0 (x,u,9)
G=1,....n;j=1,....m;k=1,...,1).
The equivalent Lie—Bécklund form of this generator is
Xe=10"8, + %0 (6.5.3)
Here the coordinates are
¢V =g —ule, ¢ =y? — D",
where D, = 0y, + ux; 0y + (Puttx; + ¢x;)0p-
Any solution ug(x) of system (6.5.1) with the functions ¢ (x, u) is transformed
by (6.5.2) into the solution u# = u,(x’) of system (6.5.1) with the same functions

F¥, and another (transformed) function ¢, (x, u). The function ¢, (x, u) is defined
as follows. Solving the relations

X = xu,0(x,u);a), u=f"x,u ¢, u);a)

for (x, u), one obtains

J

x=g"" u';a), u=g"x',u';a. (6.5.4)
The transformed function is
ba(x' ) = fO(x,u, ¢ (x,u); a),

where one should replace x and u by expressions (6.5.4). In view of the definition
of the function ¢, (x’, u’), there exists the following identity with respect to x and u:

(¢ o (f5, ) xou, d(x,w); @) = £ (x,u, p(x,u); a).

The transformed solution T, (u#) = u,(x) is obtained by solving the relations

x' = ue(x), (x, up(x)); a)

for x and substituting this solution x = ¥*(x’; a) into

ua(x') = " (x, 1o (x), p(x, Uo(x)); @)
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As for the function ¢,, there is the identity with respect to x

(a0 ) (¥, 1o (x),  (x, up(x)); @) = £ (x, up(x), P (x, p(x)); @).
(6.5.5)

Formulae for transformations of the partial derivatives p/, = f”(x,u, p,¢,...,a)
are obtained by differentiating (6.5.5) with respect to x’.

Since the transformed function u,(x") is a solution of system (6.5.1) with the
transformed arbitrary element ¢, (x’, u’), the equations

FR( ug (X)), Pa(xX), (X ug(xX)) =0 (k=1,2,...,5) (6.5.6)

are satisfied for an arbitrary x’. Because of a one-to-one correspondence between x
and x” one has

FN(f (z(x), @), f"(z(x), @), fPp),a), fPz0)) =0 (k=1,2,...,s)
6.5.7)

where z(x) = (x, uo(x), (X, uo(x))), 2p(x) = (X, Uo(x), P (x, uo(x)), Po(X),...).
Differentiating (6.5.6) with respect to the group parameter a, and setting a = 0,
one obtains the determining equations in Lie-Bicklund form:!?

f(eFk(x,u,p,qb)Ks):O (k=1,2,...,5). (6.5.8)
The prolonged operator for the equivalence Lie group
X=X 0"y, + o
has the following coordinates related to the dependent functions
" =D5¢", D =0y 4 up 0y + (Puuy + )0,

where A stands for x; (i =1,2,...,n). The sign |(S) means that the equations
)?eFk(x, u, p, ¢) are considered on any solution u,(x) of (6.5.1).

The set of transformations, which is generated by one-parameter Lie groups cor-
responding to the generators X¢, is called an equivalence Lie group. This group is
denoted by G S°.

The determining equations (6.5.8) were obtained by using the existence of the
solution of (6.5.1). In constructing (6.5.8) one can use a geometrical approach in
which the equivalence group is defined by (6.5.8) without the requirement of the
existence of a solution of (6.5.1). In this case the sign |(S) means that the equations
XeFk(x,u, p, ¢) are considered on the manifold defined by (6.5.1). The difference
between these two approaches consists in defining the sign |(S). Note that the same
difference between the geometrical approach and the others lies in the definitions
for obtaining an admitted Lie group.

15In contrast, differentiating (6.5.7) with respect to the group parameter a, and setting a = 0, one
obtains the determining equations of an admitted Lie group in the classical form [13].
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6.5.2 Potential Equivalence Lie Group of Delay Differential
Equations

Let us consider delay differential equations which include arbitrary elements. The
arbitrary elements are functions and constants which are not specified in the equa-
tions. For constructing an equivalence Lie group for these delay differential equa-
tions one can apply similar procedure as described above.

Firstly determining equations of an equivalence Lie group are constructed. These
equations are obtained on the basis that a Lie group of transformations of the inde-
pendent, dependent variables, and arbitrary elements transforms a solution of the
original system of equations into the solution of a system of equations which differs
from the original system only by arbitrary elements. Differentiating with respect to
the group parameter and assigning it to zero, one obtains the determining equations.

A solution of the determining equations gives the generator of a Lie group. This
Lie group of transformations is called a potential equivalence Lie group. Notice
that for partial differential equations'® by virtue of the inverse function theorem a
potential equivalence Lie group simply becomes an equivalence Lie group.

An example of obtaining a potential equivalence Lie group is given in the next
section, where the reaction diffusion equation with a delay is studied.

6.6 The Reaction-Diffusion Equation with a Delay

The reaction—diffusion delay differential equation
M[(t,x)=Mxx(t,x)+g(x,u(t,x),u([_T,x)) (t>t0) (661)

arises in many fields of application. The theory and applications of this equation
can be found in [23]. The complete group classification of the reaction diffusion
equation with delay is presented in this section.!” For differential equations, an ad-
mitted Lie group allows one to find invariant solutions. Although for delay differen-
tial equations such theorems do not exist, there is the assumption that an admitted
Lie group of delay differential equations can be also applied for obtaining invariant
solutions. This section confirms this assumption. In this section the found admit-
ted Lie groups are applied for the construction of invariant solutions of the reaction
diffusion equation with a delay.

Remark 6.6.1 Symmetry-preserving discrete schemes for some heat transfer equa-
tions were studied in [1].

16For partial differential equations, the equivalence group is found by solving the determining
equations, and conversely: any solution of the determining equations composes a Lie group of
equivalence transformations of partial differential equations.

17 Application of the group analysis method for studying this equation is given in [14].
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6.6.1 The Cauchy Problem

The theory of existence of solutions of (6.6.1) can be found in [23]. For example,
the initial conditions for the Cauchy problem are

u(s,x) =@(s,x) (to—1<5=1),

where ¢(s,x) is an arbitrary function. Due to the arbitrariness of (s, x) one
can conclude that the values u(t,, x,), u(t, — t,x,), ux(ty, xo), Ux(ty — T, Xxo),
Uy (ty, X0), Uxx(ty — T, Xx,) and other derivatives are arbitrary. In constructing Lie
groups this property allows one to split determining equations.

6.6.2 The Equivalence Lie Group

For the sake of simplicity the new dependent variable is introduced v, which is
related to u by the formula

v(t,x) =u(t —1,x). (6.6.2)

In view of (6.6.2) the equation (6.6.1) becomes the partial differential equations with
two dependent variables

S=u; — (uxx +g)=0, (6.6.3)

with the arbitrary element g = g(x, u, v). The generator of the Lie group of equiva-
lent transformations takes the form

Xe:‘gax+n8t+§au+§vav+§g8gv

where £ =&(t, x,u,v,8), n=n(t,x,u,v,8),¢=¢{, x,u,v,8),"=¢"¢,x,u,
v,8), 8 =¢8(t,x,u,v,8).

Applying the algorithm described earlier to (6.6.3), one obtains the determining
equation

(" = ¢" = ¥ +EDyg +nDig), 5, =0, (6.6.4)
where
¢ = Dy(¢ — Eue —nup), £ = DI(E —uy —nuy). (6.6.5)
The determining equation of an admitted Lie group related to (6.6.2) is
{0V, 0)) — ¢zt — 7. %) — v, (t, 0) (E (1, x)) — (2t — T, x)))
— vy (t, x) (n(z(t, x)) — n(z(t — 7, x)))}‘(s) =0, (6.6.6)
where

z(t, x) =(t,x,u(t,x),v(t,x), g (x,u(t,x), v, x))).
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Substituting the coefficients (6.6.5) into (6.6.4) and replacing the derivatives
Ut = Ur8u + oVt + Uxxt, Uxt = Vx&v + ulx + Uxxx + 8x,
U =Uyx +8, VU =70xx+g,

found from (6.6.3), the determining equation (6.6.4) becomes

—vFuEy — Vit uy + U3 (—Tovg — 20080 + Luv) — 203t Euy — 20clclhx Ty
+ 20y U (— w8 — Tu&v — N8 — Exv + Cuv) — 2Uxttxy Ny + E) — U3 s
+ 20y (—Nxug — Nu8x — Mx&u + Lxv) — Urthxxuu — 2ttxlhx (N + Eu)
+ 2 (w8 — 20u8u — 2Exu + Gun) — 2Vxlhyxx My — 2Wxlxxx Ny — 2hxxx Ny
+ux (88 — 2nxug — 2Nu&x — 2Nx&u + & + Eug — Exx +28xu)
+ uxx (€N + M+ Mug — Nxx — 26x)
+ 88 — &o) + M8+ Nug” — Mxx8 — 2N8x — &t — ug + Lxx + 5 =0.

Splitting this equation with respect to uy, Uyx, Uy, Uxxx and g one obtains!8
N8+ Nug” — Nexg — 20x8x — & — Lug + Lux + 15 =0, (6.6.7)
=20xu8 — 2Nu8x — 2nx8u + & +5ug — Exx + 28xu =0, (6.6.8)
N+ NMug — Nxx — 26x =0, (6.6.9)
e =0, 1y =0, 1y =0, nxy +8 =0,

Mo +& =0, & =0, nyg — ¢ =0, (6.6.10)

Euu =0, Nuu =0, Nyp =0, Nuy =0, &y =0, &4y =0,

—Nxw€ — Mu8x — Mx&v + Cxv =0, —Myug — 2ny8v + Lv» =0,

—Nuv8 — Nu&v — Mv&u — &xv + Cuv =0, (6.6.11)

—Nuuf — 277ugu - 2%_)(14 + Suu = 0.
From (6.6.10) one obtains
nx=0,n,=0, n,=0, § =0, § =0, §=0.

Differentiating (6.6.9) with respect to x, one gets &, = 0. Hence & = &1x +
&, where &) = &g(¢) and & = &(¢), and then & = n;/2. The general solution of
(6.6.11) is ¢ = ¢1u + &o, where &1 = ¢1(¢, x), Lo = ¢o(t, x). Solving (6.6.8), one
obtains {1 = —&jx/2 — n"x2/8 + 10, where £10 = £10(2).

For the sake of simplicity we study the case g, = 0. The assumption that the
function g does not depend on ¢ and x gives the conditions

é‘l‘ =O3 {x 201 {[gzov é‘)ég:O'
These equations give n = 2k3t + k4, &y = k7, Lox = 0. From (6.6.7) one finds
¢8 = Cor — 2k3g + g¢io.

180ne could also split with respect to g, gy .
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From the equation ;“,g = 0 one obtains ¢y;; =0, or

Lo = kot + k1.
Thus,
& =2kst +kyq, n =kzx + ke, £ =k1 + kot + ksu
or
X =k X{+ ko X5+ ks X§ + kaX§ + C10X5 +E0X¢ + V0,
where

X{ =10y, X5=0g+13,, X5=—2g0g 4210, + x 0y,
X; =10, X$=g0g +ud,, Xg=0.
Equation (6.6.6) becomes
Uz (t, x)) =k + ka(t — T) + ksv(z, x).
This gives
v, x,u,v) =k +ky(t — 1) + ksv.

6.6.3 Admitted Lie Group of Equation

The generator of the Lie group admitted by (6.6.1) is
X =§0, + 10, + {0y,

where &, n and ¢ are functions of x, ¢ and u.
According to the algorithm for constructing determining equations of an admitted
Lie group, one obtains

=g+ gt + gt =0, (6.6.12)

where

(U= —uxk —um, ' =C —iiyE —igq, ¢ =Dy,
¢l = Dygts, o = D¢t

Here the bar over a function f(x,¢) means f(x,7) = f(x,t — 7). The determining
equation has to be satisfied for any solution u(x, t) of (6.6.1). Since the determining
equation is considered on a solution of (6.6.1), the value f for a function f(x, ¢, u)
is defined as f(x,1) = f(x,t — 1, u(x,t —1)).

Substituting into the determining equation (6.6.12) the derivatives u;, uy;, Uz, s
found from (6.6.1) and its prolongations, one obtains
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88a(n — 1) — i uxnuga + itxga(—2nx + & — &) +ilexga(n — 1)
— U3 E — Wi tex N+ Ws (— T8 — 20u8u — 2Exu + Sun)
= 2uxttyy (Nxu + &) — 2ux b Nu + Uux (—20xu8g — 20u&x — 2Nx&u
+ & +8ug — Exx + 28xu) + txx M + Mug — Nxx — 26x) — 2uxxx
008+ Mg — Mxx8 — 202 8x + 8ul + il + g€ — & — Cug + Lux =0,
(6.6.13)

where g = g(u(x,t — v),u(x,t — 27)). Splitting this equation with respect to the
derivatives iy, Uyy, Uxxx, Uy, Uyy and using the property g; # 0, one comes to the
equations

M8+ Nug” — Nxxg — 2Nx8x + 8ul + gal + g:&

— & —ug +&xx =0, (6.6.14)
=20xu8 — 2Nu8x — 2nx8u + & +5ug — Exx + 28xu =0, (6.6.15)
—Nuu8 — 2Nu8u — 2&xu + Suu =0, (6.6.16)

Nt +Nug — Nxx — 28 =0, (6.6.17)

Nxu + & =0, (6.6.18)

Euu =0, Ny = 0,7, =0, 1, =0, (6.6.19)

2 +&—E=0, (6.6.20)

nu =0, (6.6.21)

n—n=0. (6.6.22)

Simplification of (6.6.18)—(6.6.22) yields
nu=0, nx =0, § =0,
and
Ex,t—0)=5(x, 0, nt—1)=n().

From (6.6.16) and (6.6.17) one gets £ = xn;/2 + &y and ¢ = ul1 + ¢, where &y =
&), &1 =¢1(x, 1) and &o = o (x, t). Substituting this into (6.6.15) one obtains

Neex + 280 + 461 =0,
and integrating the equation with respect to x one gets
§1 = —nuux?/8 = x€or /2 + C1o,
where ¢19 = ¢10(¢). Thus, (6.6.14) is the only unsolved equation of the set (6.6.14)—
(6.6.22). This equation becomes
82420 + 88alo + guu(—nyux” — 4€orx + 8410)

+ gall (=i x” — 4€0rx +8¢10) + 42 (1:X + 260)

+ g (10 + 811y + 450, x — 8210) + myggux”

— 204 + 480sux — 8Zor + 8Zoxx — 8104 =0. (6.6.23)
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Differentiating (6.6.23) with respect to u and i, one obtains

808uu + 8208uia + 88unr + NireX” — Nes Quiahtx® — g1 Guuttx*

=20y + A0 grux — 4guiboriix

+ 88uait 10 + 88xubo — 4guuborux

+ 8guuttt10 + 460 x — 85100 =0, (6.6.24)
8208ui + 80&ai + 8 — 10 + ¢10)

— it QuiX” — Ny agitx” + 417, i X

— 4guiborux + 8guiutio + 88xio

— Aggatoriix + 8gaait¢10 = 0. (6.6.25)

Equations (6.6.24) and (6.6.25) are linear algebraic equations with respect to o
and ¢o. The determinant of the matrix of this linear system of equations is equal to

A=gli — Suugii-

6.6.4 Case A #0

For A #0, ¢y and ¢ are given by
g0 = (40, (2(8ugiiis — Saguir) + X (8xu8iiii — Quir&xi)) + Nirt QX
+ 00 (ux* A — 2ga) + 480 xu A + 401X g + 880(Sru g — uigxit)
+ 8gagui (C10 — £10) — 8uAZio — 8gzil10r)/ (8A),
Zo = (40 (2(8aguu — Gu&ui) + X (Quugxis — GuitGxu)) — Mere GuiaX”
+ 00y (@3 A + 2guz) + 4800i8x A — dgui€orx + 850(Quu8xi — Suagru)
— 8gaguu (10 — £10) — 88iait¢10 + 8gual10r + 8guugaait¢10)/ (8A).
It is assumed here that!’
gx=0.

Notice that in this case the kernel of admitted Lie algebras contains translations in
x and ¢:

X1 =0, Xp = 0y.

Splitting (6.6.23) with respect to x, one has

19The general case where g, # 0 is too complicated for solving.
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Netre®a + Meprees + 20y =0, Sore B3 + Eore B2 + B15or =0, (6.6.26)
201 8ai + 401 (83 8 — 28u i 8uit + 83 Guu + 8A) — SNuret3
+ 483 (8u8uir — 8a&uu) (§10 — C10) — 48 AL1g
— 4guganti0r +48agui4t10, + 4gaalion =0, (6.6.27)
where
B3 =04 =—gii, Po=03=—(guiagi — §u&ii), P1 =02 =gA.

The assumption n,zt + é}gr # 0 is in a contradiction with the condition A # 0.
Since n(t — ) =n(r) and §(r — ) = (1), one finds that n(7) and & () are constant.
Hence, ¢, {o and (6.6.27) become

to =110 + Bigio + v1¢10, Lo =@li0r + B2810 + V2&10,
£10(8a (Quir 8u — uuga) — 84A) — £108i (Quir8u — Guu8i)
+ gaguirC10, — u&aid10r + Gaal1on =0, (6.6.28)

where

a1 =—gii/A, B1=—u+ guaga/A, V1 = —8i8ui/A,
052=gu12/Aa ,32=_gﬁguu/Aa V2=_ﬁ+gﬁguu/A~

The case ¢19 = 0 is trivial and corresponds to the kernel of admitted Lie algebras.
Extension of the kernel is possible if 19 7% 0. Two cases are necessary to consider
here. In the first case we have

Cioe = —kot10, Ci0=—kisio (k1 #0), (6.6.29)
and in the second case one obtains
C10r = —hat10 — hiio,

B1—haay =p1, yi —hioy =p2, Bo—hoar=p3, v»—hiop = ps.
(6.6.30)

In (6.6.29) and (6.6.30) k;, h; (i =1,2),and p; (j =1, 2, 3, 4) are constant. Notice
that the case where i1 = 0 is reduced to (6.6.29). Hence, it is assumed that 4] 7 0.

6.6.4.1 Case (6.6.29)

In this case
to = (B1 —arko — yik1)¢i0. o= (B2 — azko — y2k1)&10.
Since ¢y and ¢y do not depend on u and u, one obtains
B — koot —kiyi =Co, P2 —koaz —kiyr = —Coki.

Because A # 0, the previous system of equations can be solved with respect to g,;
and g,,:

8uii = (Gaak1(Co + 1) + ga(ky + 1)) /(Cop + u),

_ (6.6.31)
&uu = (k1 (@ + Co)gui — ko) /(u + Co).
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Substituting these relations into (6.6.28), it becomes
—8ik1(Co +ut) + 8u(Cyp +u) — g+ ko(u + Cp) =0. (6.6.32)

Any function g(u, u) satisfying (6.6.32) also satisfies (6.6.31). By virtue of the
equivalence transformation corresponding to the generator X{, the constant C, is
unessential since by shifting the dependent variable u it can be reduced to zero. The
general solution of (6.6.32) is

g, it) = u(—koIn(u) + ¥ (au*"), (6.6.33)
where ¢ is an arbitrary function. Notice also that the general solution of (6.6.29)
is 10 = Ce ko' where k; = —e*07 . Thus, the extension of the kernel of admitted

generators is

X =e 0"y, (6.6.34)

6.6.4.2 Case (6.6.30)

In this case
%= pi1&io+ p28i0. o = p3tio + patio.
Since i1 # 0 we have
v1—hiay —p2=0, By —ha —p;1=0,
v2—hiaa — ps=0, Po—hrar—p3=0.

These equations can be solved with respect to g,,,, gui, gia and g; to give

Quu = (h1p3—hopa—hait) Quii = i (p3+pati) _

W™ p1 patpri—pap3+pau-tui’ U™ py pa+prit—pa p3+pau-tuin’
_ gEpipat) ((pr+whi —hy py) (patit+ps)  —hipi—hjuthap,

8itit = Ty pr+hyu—h2p2)(pipatpri—paps+pautuin® 86 = p3t+patu ’

Considering (gi)y — gui = 0 and (gz)i7 — gai = 0 one obtains

hi(p1+ p2 +u)p3 — ha(p3 — pa —u) p2 =0,
(h1(u + p1) —hap2)((u + p1 + p2) p3 + p2(u + p3 + pa)) =0.

Since i1 # 0, one finds p3 =0 and p, = 0. This simplifies ¢y = ¢10p4 and &y =
C1op1, giving ps = p1. Hence, gz +h1(p1 +u)/(p1+u) =0, and (6.6.28) becomes
=&

(p1+u)

The general solution for the function g is

8u

g=—(p1 +u)(haIn(p +u) + hyIn(py +u) +k3).
As before the constant p; is unessential and can be reduced to zero, that is,

g = —u(hzIn(u) + hy In(u) + k3). (6.6.35)
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In this case an extension of the kernel of admitted generators is given by
X =q(t)uoy, (6.6.36)
where the function ¢ (¢) is a solution of the delay differential equation

q' @)+ hag(t) + hig(t —7) =0. (6.6.37)

6.6.4.3 Case oy, #0

Differentiating ¢y with respect to u and i, one obtains

Sior + &Clo + mdo =0. (6.6.38)
Ay Ay

Differentiating the previous equation with respect to # and i, it gives
Biu AT S
(ouu)u $10 + (alu)u ¢10=0,
Piu Vi) oo
(1), 0+ (2) =0
For non constant either S, /a1, or y1, /o1, the above system of equations belongs

to Case (6.6.29), and hence we have the only case of interest left, which corresponds
to

1 1
ﬁu:}lz, Vu:hl’
Ay Ay

where iy and h, are constant.
Substituting the derivative {1¢; into the equations

toi =0, G0, =0, &z =0,
one has
(Bia — haa12)10 + (via — hieia) 10 =0,
(Bou — h2@2:) 810 + (Vau — h1aau) 10 =0,
(Baii — h2c2i) 10 + (v2i — hia2i)E10 = 0.

If one of the coefficients in this linear system of equations for ¢, {19 is not equal to
zero, then one comes to Case (6.6.29). When all coefficients vanish, one gets Case
(6.6.30).

A similar result is obtained for (or13)% + (2u)? + (a27)% # 0. Hence, to proceed
one needs to study the only case «; = const, oy = const.

6.6.4.4 Case o; = const, oy = const

Assume that o] = p1, ap = p» where pj and p; are constant. Notice that because
ofA;éO,onehasp]z—f-p%;éO.
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First it is considered the case for which p; # 0. From the equations oy = p; and
oy = po one finds the derivatives g,; and g,,:

8ui = —8aaP2/P1.  guu=(8aip3 + P1)/ P (6.6.39)
The first equation can be integrated to give

&u=—p28i/P1+ B,

where 8 = f(u) is an arbitrary function of the integration. Substituting this into the
second equation of (6.6.39) and integrating it, one obtains

13=u/p1+c()’

where C, is constant. Notice that in this case A = gz;/p1 # 0. Differentiating o
with respect to # and i, one has

gaap3 (10 — ¢10) + 110 =0, (¢10 — C10)gaap2 = 0.

This gives a contradiction to {19 # 0.
If p1 =0, then p, # 0 and from the equations «; = p; and ap = p; one finds

gii =0, gui=1/p2.

The equation ¢, = 0 also gives ¢19 = 0, which is a contradiction.

6.6.5 Case A =0

6.6.5.1 Case g;; #0

Let gz # 0. In this case the general solution of the equation A =0 is

&u=0(gi),

where ¢ is an arbitrary function.
Excluding ¢y and ¢y from (6.6.24) and (6.6.25), one finds

82’ (=i + 210 — £10) + Neuex” — 21041 + 81, + 4801 x — 810, = 0.
(6.6.40)
Splitting this equation with respect to x, one has
Niee =0, &oir = 0.
Hence,
n=ay*+ait +ag, & =bit+ by,

where ag, ay, az, by, by are constants. Since &y(t) = &9(t — 7) and n(t) = n(t — 1),
one gets &y = bg and a» = a; = 0. Notice that a nontrivial extension of the kernel of
admitted Lie groups exists provided that {5 + ;“120 #0.
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Equation (6.6.40) becomes

gi¢' (€10 — £10) — C10r = 0. (6.6.41)
If ¢’ =0, then £19 = {10 are constant. In this case (6.6.25) is
Zo + 10 =0.

This leads to o = 0 and ¢19 = 0, which means that there is no any extension of the
kernel of admitted Lie groups. Hence, for extension of the kernel one needs to study

¢ #0.
Differentiating (6.6.40) with respect to u, one obtains
(ga9))a(¢10 — ¢10) = 0. (6.6.42)

Let 510 — &10 = 0. Equation (6.6.41) gives that ¢1¢ is constant. Equations (6.6.24)
and (6.6.25) are reduced to the equation

¢ = — ot (6.6.43)
So +utio
Differentiating this equation with respect to ¢ and x, one gets
¢'Gor +Gor =0, ¢'Sox + Cox- (6.6.44)

Assuming ¢” # 0 one obtains from (6.6.44) that ¢ is also constant. By virtue of
the inverse function theorem one has from (6.6.43)

(Eo + 10 )

gi=h|———""-).

So +ulio

where £ is the inverse function of ¢’. Because gi; # 0, the constant ¢19 # 0. Using

the equivalence transformation corresponding to the generators X{ and X<, one can
set £o =0, ¢10 = 1. Since g, = ¢ (gi), integrating these equations, one finds

o(u, i) = uh <5> + kyu + ko, (6.6.45)
u
where kg and k are integration constants.
Equation (6.6.23) becomes
guu + gait — g =0. (6.6.46)

Substituting in this equation the function g, one finds that kg = 0. The extension of
the kernel of admitted Lie algebras is given by the generator

X =ud,.
Let ¢” =0 or
gu = kigz — ko, (6.6.47)
where kg and k| # 0 are constant. Equation (6.6.43) gives {19 = 0 and

¢o = —k1o. (6.6.48)
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Equation (6.6.23) becomes
Sor = Soxx — koo-

If there exists a solution g (¢, x) of the partial differential equation

9 = 4xx — koq, (6.6.49)
satisfying the condition

q(t —1t,x) =—kiq(t,x), (6.6.50)

then the extension of the kernel is given by the generator

X =q(t,x)0y.

Let ¢19 — 10 # 0. Equation (6.6.42) leads to (g7¢")z = 0 or ¢ = kq In(gz) + ko,
where kg and k1 # 0 are integration constants. Equations (6.6.40) and (6.6.25) give

210 = €10 — S1or/ ki (6.6.51)
g2(¢10 — ¢10)

o LA (6.6.52)
ki (o +uti0) + ga(So + ut10)
Differentiating (6.6.52) with respect to x and ¢, one obtains

gidox +k1fox =0, (6.6.53)

and
gi (#(Z10¢100 — C106€10) + L0 (10 — £10) — Lo(C10r — S10))
+ ki (u(Z10¢100 — S100€10) + S0r (E10 — £10) — Lo(C10r — 10)) = 0.
(6.6.54)

Since g;; # 0, the equation (6.6.53) gives &g = ¢o(?).
Notice that

_ - 1
¢10810r — S10e810 = E(iloé“mn = Z{on)-

Assuming 4:10§10t — Elo,glo # 0, the equation (6.6.53) can be solved with respect
to gi:

u—+b
gu=—ki—. (6.6.55)
where
b Zor(C10 - ¢10) — E_o(é:loz - 9“10:)’ o Lo (C10 - &10) — é’_o(gloz - {101).
(¢10810 — C106$10) (&10810 — C101$10)

Differentiating (6.6.55) with respect to ¢, we find that b and s are constants. Substi-
tuting the derivatives g; and g;;, found from (6.6.55), into (6.6.52), one obtains

(o — bei0) — u (%o — cL10) + o — blo + cb(L10 — £10) =0.
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This leads to ¢y = b9 and EO = CEIO- Because ;:10 =10t — 1), EO ={o(t — 1), and
10 — 10 # 0, one gets ¢ = b. By virtue of the equivalence transformations corre-
sponding to the generator X¢, one can assume that b = 0. Integrating the obtained
derivatives g, and g;, one gets

gu,u)=ru—kiIn(u/u)+y, (6.6.56)

where A and y are constant. Substituting (6.6.56) into (6.6.23), one obtains y = 0.
The extension of the kernel of admitted Lie algebras is given by the generator

X =q(t)udy,, (6.6.57)
where ¢ (¢) is a solution of the delay differential equation (6.6.51):
q'(t) =ki(q(t) — q(t — 1)) (6.6.58)

Assume that 510;“10, — ElOz{lo = 0. As was noticed the function ¢1o(#) has to
satisfy the equation

£1081060 — Loy = 0.

Hence, ¢10(t) = Ce?, where C and A are constant such that CA # 0. In this case
one has

t10 = k&1o,
where k = e~*7. Hence, (6.6.54) becomes
gii (C0r10 — Z0g10r) + k1 (Zorgio — ogior) = 0.
Since g;; # 0, one obtains
fo = alio,

with constant «. Without loss of generality one can set @ = 0. Then (6.6.23) be-
comes

ugy +kugi; =g+ Au.
The general solution of this equation is
g, it) = Auln(u) + uy (au™"). (6.6.59)

By virtue of the relation g, = k1 g;; + ko, the function 1 (z) has to satisfy the ordinary
differential equation

kiln(y') +kzy' =y + A — ko. (6.6.60)
The extension of the kernel of admitted Lie algebras is given by the generator

X =eMud,. (6.6.61)
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6.6.5.2 Case un = 0

Assuming that g;;; = 0, one has
gu,u) =kiu+ h(u),
where k1 # 0 is a constant. Hence (6.6.25) gives
Z10 =10 — ;-
Furthermore, if we let g,,, = h” # 0, we can define from (6.6.24)
g0 = u(x*ny + 4x&or — 8210)/8 + (2ner — 80k’ + 8C10r — Nessx® — 4&osx)/(8h").

Since ¢p, =0, then

(nmh’” + nnh”z)xz + 4(/’1/”50” + thEOt)-x - Znnh/”
+ 8(nth///h/ _ 77th//2 _ h///§10t _ h//2{10) —0.

The last equation can be split with respect to x so that
rlttz(hw/h//z) + =0,
Sore(h""/h"%) + 601 =0,

and

(=neeh" 4 dnch" W — 4 k%) [ (4R — (G100 (B ) B"?) + ¢10) = 0.
(6.6.62)

Differentiating the first and the second equations with respect to u, one obtains
(B[R =0, Eou(h"/H"?) =0.

Notice that if (h”/h"?)' # 0, then n,; = 0, &y = 0, and because of n(r — 1) = n(t),
&(t — t) = &(1), one obtains that n = const and & = const. In this case (6.6.62) gives

t10=0,

which corresponds to the kernel of admitted Lie algebras. Thus, one needs to study
the case (h"”/h"?) =0 or h"" = Kh"? with some constant K. This case also leads
to the same result, that is, there is no extension of the kernel. In fact, differentiating
(6.6.62) with respect to u, one obtains 7, K = 0. If K = 0, then n,, = 0, which
also gives that 1 = const. This leads to ¢j9 = ¢1o. Similar analysis of the equations
ot K + &y =0 and £(r — 7) = £(¢) gives that &y = const. The function &1 (7) has
to satisfy the equations

QoK +210=0, 0= o

The general solution of these equations is 19 = 0. Thus, the case g,, 7 0 does not
give extensions of the kernel.
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6.6.5.3 Case g;; =0and g,, =0

We extend our study to the case of a linear function
g(u, u) =kiu + kou +k, (6.6.63)
where k1 # 0. In this case (6.6.24) becomes
Me10%% + 4orsx — 2010 — 4neka + 48100) = 0.
Splitting this equation with respect to x, one finds
Ner =0, Sore =0, 0y — 4neka + 4510 = 0.

By virtue of n(t — t) = n(¢) and £ (r — v) = &(¢) the values 7, & and ¢ are constant.
Equation (6.6.23) becomes

ot = Soxx + k280 + k1% — iok.

If k> + k1 # 0O, then by using the equivalence transformation related to the gen-
erator X{ the constant ko can be reduced to zero. In this case the extension of the
kernel is given by the generators X = ud, and X, = ¢q(t, x)0,, where the function
q(t, x) satisfies the delay partial differential equation

qi(t, x) = quex (1, x) + kg (1, x) + k1g(t — 7, x). (6.6.64)

If ky + k1 = 0, then introducing g = ¢y — Clokxz /2, one gets that the extension
of the kernel is given by the generators X, and

X = Qu + kx*)d,. (6.6.65)

6.6.6 Summary of the Group Classification

Case 1. Combining (6.6.33) and (6.6.59),

g(u, it) = u(—koIn(u) + ¥ (au*)), (6.6.66)
where v is an arbitrary function, k| = —e*07 and
X =e %y, (6.6.67)
Case 2. Combining (6.6.35) and (6.6.56),
g = —u(hzIn(u) + hy In(ie) + k3), (6.6.68)
and
X =q)udy, (6.6.69)

where the function g (¢) is a solution of the delay differential equation
q'(t) +haqt)+higt —7)=0. (6.6.70)
A particular solution of (6.6.70) is ¢ = ekt where ko = hy + hjekoT.



6.6 Delay Reaction—Diffusion Equation 289

Case 3. The general solution of (6.6.47) is
gu,u) =—kou +yu+ku) (ki #0), (6.6.71)

where y is an arbitrary function. The extension of the kernel is given by the gener-
ator

X =q(t,x)0y, (6.6.72)
where g (¢, x) is a solution of equation

qr = qxx — koq, (6.6.73)
satisfying the condition

q(t —1,x)=—ki1q(t,x). (6.6.74)
For particular cases of kg and k; the problem (6.6.73), (6.6.74) has a solution. For
example, let k1 = —1, then a solution can be sought in the form g = g (x), where
q"(x) — kog(x) = 0.

For 7, ko and ki which obey the relation ky = —e*7 there exists the particular

solution of the problem (6.6.73) and (6.6.74), ¢ = e~ kot
Case 4. If g(u, u) is a linear function

gu,u)y=kiu+ku+k (k1 #0), (6.6.75)

then the extension of the kernel of admitted generators consists of the generators
Xg=q(t, x)0y, (6.6.76)

where the function ¢ (¢, x) satisfies the reaction—diffusion equation with a delay:
G911, %) = qux (b, %) + aq (1, ) + kg (t — 7, %), (6.6.77)

and one more generator, which depends on the value of the constants k1 and k3. For
k> + k1 # 0 one can take k = 0, and gets the additional generator in the form

X =ud,. (6.6.78)
In the case of k> + k1 = 0, the additional generator is
X = Qu + kx*)d,. (6.6.79)

A particular solution of (6.6.77) is g = ekt where ko = — (k1507 + k).

6.6.7 Invariant Solutions

Invariant solutions can be sought for a subalgebra of an admitted Lie algebra. Sub-
stantially different invariant solutions are obtained on the base of an optimal system
of admitted subalgebras. The set of all generators nonequivalent with respect to
automorphisms composes an optimal system of one dimensional subalgebras [17].
This set is used for constructing nonequivalent invariant solutions. Equivalence of
invariant solutions is considered with respect to an admitted Lie algebra.

Apart from automorphisms for constructing the optimal system of subalgebras
one has to use involutions. Equations (6.6.1) possess the involution £ corresponding
to the change x — —ux.
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6.6.7.1 Optimal System of Subalgebras

Let us consider the algebra L3 = {X1, X3, X3}, with the commutator table

X X2 X3
X1 0 0 —koX3
X5 0 0 0
X3 koX3 O 0.

Such algebras are admitted by (6.6.1) with the function g(u, u) in (6.6.66), (6.6.68),
(6.6.71) and (6.6.75). The generator X, composes a center of the algebra L3.
The coordinates (xg, x2, x3) of the generator

X=x1X1+xX+x3X3

are simplified [17] by the automorphisms A and A3, which are defined by the table
of commutators

—koa;
b

Ay xf=x3e Az x5 =x3+koxias.

Here only transformed coordinates are presented.
The optimal system of subalgebras of the algebra L3 with kg # O consists of the
subalgebras

Hi=X3+4+aX,, H)=X1+aX;, H;=X>,

where « is an arbitrary constant.
Representations of the invariant solutions corresponding to the subalgebras H»
and Hj are

u=g¢(x—at), u=qe),

respectively. It is obvious that these representations reduce the number of the inde-
pendent variables.

6.6.7.2 Invariant Solutions with Respect to H;
Case 1. For the function (6.6.66) the generator X3 = ¢(¢)d, and the representation
of an invariant solution is
u=eM10p),
where 8 = 1/« and ¢(t) = e %', The reduced equation is
¢' () =90)(B*4* — koIn(p()) + ¥ (p(t =P (@) (6.6.80)

Case 2. For the function (6.6.68) the generator X3 and the representation of an
invariant solution is the same as in the previous case. The reduced equation is

o' (1) = p(1)(B2q> — haIn(p()) — hiIn(p( — 1)) +k3).  (6.6.81)
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Case 3. For the function (6.6.71) in the case, where k| = —e*07, the generator
X3 = e~ k09, and the representation of an invariant solution is u = Sxe %" + ¢ (t).
The reduced equation is

¢'(t) = —kop(t) + ¥ (9t —T) +ki19(1)). (6.6.82)

Case 4. If the function g(u, i) is as given in (6.6.75) and the generator X3 =
e~%05, . then the invariant solution is u = Bxe %' + ¢(¢), where the function ¢(r)
satisfies the reduced equation

@' (1) =kip(t — 1) + kag(t) + k. (6.6.83)
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Appendix A

A.1 Optimal Systems of Subalgebras

The generators admitted by the gas dynamics equations are

Y1 =0y, Yo=0y, Y3=10,, Y4 =10, + 0y,
Ys =13y + 0y, Yo =10; + 0y,
Y7 =y0; — 20y + vy —wdy, Yg§=120r —x0; +wady — udy,
Y9 =x0y — yox +udy — vy, Y10=20;,
Y11 =10; +x0x +ydy + 20, — foy,
Yi2 =10 —udy — vy —wdy + (¥ +2)f0y.

The table of commutators can be written in a symbolical form as follows.

1 2 3 45 6 7 8 9 1011 12
100 0 0 0 0 0-32 010
200 000 00 3 0-1 020
30000 0 0-21 0 030
4 0 0 0 00OO 065 —-10-4
50 00 0 0 0 6 0-4 -2 0-5
6 0 0000 0-54 0 -30-6
70-3 2 0-6 5 0-9 8 00 O
8§ 3 0-1 6 0-4 9 0-7 00 O
9-2 1 0-5 4 0-8 7 0 00 O
1000 0 01 23 0 0 0 01010
11{-1-2-3 0 0 0 0 0 0—-10 O O
1200 0 0456 00 0-1000

Here numbers of corresponding basis generators are only presented. Notice that
the table of commutators of the generators X; (i = 1,2,...) admitted by the full
Boltzmann equation is written in the same symbolical form.
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A.1.1 Six and Seven-Dimensional Subalgebras of the Lie Algebra
L11(Y)

Here a part of the normalized optimal system of subalgebras of the Lie algebra
L11(Y) [36] (Chap. 3) is presented. Subalgebra-representatives are notated by a pair
of numbers r, i, where r is the dimension and i is the number of the subalgebra of
the dimension r which is given in the first column. In the second column a basis
of the subalgebra is presented in a symbolical form as in the table of commutators.
The restrictions for parameters are also given in this column. Notice that u # 0 in
all subalgebras and the absence of restrictions for the parameters means that they
are arbitrary real numbers. In the third column the normalizer of the subalgebra is
presented. The sign = means that the subalgebra is self-normalized.

=6 =7

1 1,2,3;7; 10; 11; 7,4 1 1,2,3;7,8,9; 11; =71
2 2,3:5,6; 10;7+u11 73 2 4,5,6;7,8,9;11 =72
3 1,2,3:4; 10;7+a11 7,4 3 2,3:5,6; 7;10;11 =73
4 1:4,5,6;7; 11 =64 4 12,3:4;7; 10;11 =74
5 1,2,3:4:7; 11 =6,5 5 1,2,3;5,6; 10; f4+T+al1 9,1
6 2,3:5,6;0447;84+11 7,6 6 2,3:4,5,6:7;11 =7,6
7 2,3;4,5,6; 7+l 7,6 7 1,2,3; 5,6;04+ 7;84+ 11 8,4
8 1,2,3;5,6;4+7+al1 8,4 8 1,2,3:4,5,6:7+u11 8,4
9 4,5,6;7,8,9 7.2 9 1,2,3;7,8,9;10 8,1
10 1,2,3;7,8,9 8,1 10 1,2,3;5,6;0447;4+10 8,30
11 2,3;5,6; 14+7; 10 7,500 11 1,2,3:4,5,6;7+10 8,30
12 2,3:5,6;0147;4+10 7,100 12 1,2,3;5,6;04+11 9,1
13 2,3;5,6;7; 10 8,200 13 1,2,3:4,5,6; 11 10,1
14 2,3:4,5,6;1 +7 7,80 14 1,2,3:4,5,6;10 11,1
15 2,3;4,5,6;7 8,4

16 1,2,3;5,6; 7+ 10 7,59

17 2,3;5,6; 10,11 7,3

18 1,2,3;4;10;16411 8,5

19 1,2,3:4; 10; 11 9,1

20 1,2,3:5,6;04+11 8,4

21 2,3:4,5,6; 11 7,6

22 1,2,3;5,6;10 9,1

23 1,2,3;5,6;4+10 8,30

24 1,2,3:4,5,6 11,1

25 1,2,3:5,6;84+7 9,1




A.1 Optimal Systems of Subalgebras 295
A.1.2 Six-Dimensional Subalgebras of the Lie Algebra L13(Y)
Here a part of the optimal system of subalgebras [16] (Chap. 3) is presented.
r==6 r=6
1 1,2,3,5,6,7 6,8 75 2,3,5,6,10,114+x12 6,17
2 4,5,6,7,8,9 6,9 76 2,3,5,6,10,12 5,33
3 1,2,3,7,8,9 6,10 71 2,3,5,6,10,1+ 12 5,33
4 1,2,3,4,10,6+11 6,18 78 2,3,5,6,10,14+-74a12 6,11
5 1,2,3,5,6,4+11 6,20 79 1,2,3,6,4+10,2-11—-12 5,34
6 1,2,3,5,6,10 6,22 82 2,3,4,5,6,7+u114+612 6,7
7 1,2,3,5,6,4+10 6,23 83 2,3,4,5,6,7+a12 6,15
8 1,2,3,4,5,6 6,24 84 2,3,4,5,6,1 1412 6,21
9 7,8,9,10,11,12 5,1 85 2,3,4,5,6,12 5,35
10 1,4,7,10,11,12 52 86 2,3,4,5,6,1+7+a12 6,14
35 1,2,3,10,a04+11,84+7 5,22 88 2,3,4,5,1+46,11—-12 5,36
a2+ p2=1 523 91 1,2,3,5,6,74+111+812 5,37
38 1,2,3,4,10,7+a 114812 6,3 Blu+B)#0
39 1,2,3,4,10,0114+12 5,22 92 1,2,3,5,6,74+p11 6,8
40 1,2,3,4,10,11 6,19 93 1,2,3,5,6,7+a(11-12) 5,37
42 1,2,3,10,11,7+ 112 5,23 94 1,2,3,5,6,7 6,25
43 1,2,3,7,10,11 6,1 95 1,2,3,5,6,a11+12 (@ # —1) 5,37
44 1,2,3,10,11,12 5,23 96 1,2,3,5,6,11 6,20
46 1,4,5,6,11,7+a12 6,4 97 1,2,3,5,6,11—12 5,37
47 1,4,5,6,11,12 5,24 99 1,2,3,5,6,10+11—-12 5,37
49 2,3,44+05,6,11,12 5,25 101 1,2,3,5,6,7+104+u(—114+12) 5,37
51 2,3,5,6,a447,84+11 6,6 102 1,2,3,5,6,74+10 6,16
a4+ p2=1 103 1,2,3,5,64+7+ull 6,8
53 2,3,5,6,11,74+pn12 5,26 104 1,2,3,5,6,4+7 6,25
54 2,3,5,6,7,11 6,6 105 1,2,3,5,6,4+7+10 6,26
55 2,3,5,6,11,12 5,26 132 1,4,7,10,11,12 4,23
59 1,2,3,4,11,74+a12 6,5 135 2,3,7,10,11,12 53
60 1,2,3,4,11,12 5,29 138 4,5,6,7,11,12 5,5
64 2,3,5,6,4+10,74+p(12—-2-11) 5,31 142 1,5,6,7,11,12 5,7
65 2,3,5,6,7,4+10 6,12 146 2,3,4,7,11,12 5,6
66 2,3,5,6,4+10,2-11—-12 5,31 150 1,2,3,7,11,12 5,8
68 2,3,5,6,4+10,147 6,12 157 1,2,3,7,44+10,—2-114+12 5,12
70 2,3,145,6,10,11—-12 5,32 160 1,2,3,10,a114+12,7+ 811 5,4
73 2,3,5,6,10,7+u11+812 6,2 164 1,4,345,2—6,7,11—12 5,16
74 2,3,5,6,10,74+a12 6,13 167 1,4,5,6,0114+12,74-811 5,9
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(continued)

r==6

178 2,3,5,6,014+12,81+7 5,17
a?+p2=1

183  2,3,5,6,a11+12,7+811 5,14
@+ B A& @+ 1)+ B2 #0

185 2,3,5,6,7,12 5,14

187 2,3,5,6,7,11—12 5,14

190 2,3,5,6,7+p10,a10—-11-12 5,14

194 1,234,a11412,7+811 5,15
@+ 1> +p2#0

196 1,2,34,7,11-12 5,15

200 1,2,34,010—11+12,7+810 5,15

0[2+ﬁ2=1
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B.1 Realizations of Lie Algebras on the Real Plane

Realizations of Lie algebras on the real plane [16] (Chap. 6) are given here (Ta-
ble B.1).

The functions 1, x, &1, ..., &, are linearly independent. The functions 5y, ..., 1
form a fundamental system of solutions for an r-order linear ordinary differential
equation with constant coefficients 7" (x) + c;n” =P (x) + - + ¢,n(x) =0.

Table B.1 Realizations of Lie algebras on the real plane

No. Lie algebra basis

e 9y, Oy, Oy

dy, Oy, X0y

Dy, Oy, X3y + (x +¥)0y

e "9y, —xe 0y, Oy

Oy, dy, X0y + 0y

dy, xdy, ydy

14 Oy, dy, X0y +aydy,0<la| <1l,a#1
15 e 0y, e 0y, 0, 0<al<1,a#1
16 Oy, Oy, (bx + y)0x + (by —x)0y, b >0
17 e b*sinxdy, e cosxdy, 3y, b >0

O 0 N N R W N =

_— = = =
W NN = O
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Table B.1 (continued)

No. Lie algebra basis

18 3y, xdy +ydy, (x2 — y2)dy +2xydy

19 3y + dy, x3x + ydy, x28, + y2d,

20 By, xdc + 2ydy, X270 +xyd,

21 By, x0y, x20;

22 ydy —xdy, (1+x% — y2)3y + 2xydy, 2xy3y + (1 + y% — x2)d,
23 By, xdy, &1 (x)dy, E2(X)dy

24 By, Xy, By, ¥y

25 e *dy, 0y, dy, ydy

26 e *dy, —xe "9y, Oy, dy

27 e *dy, ey, 0, 0y, 0<al| <1,a#1

28 e~bx sinxdy, e~bx cos xdy, dx, dy, b >0

29 Oy, X0y, ydy, xzax + xydy

30y, dy, Xy, X230y

31 3y, —xdy, 1x20y, 0,

32 PRy, emFdy, —xe Ty, Oy

33 ey, —xdy, dy, 0y

34 o9y, —xe ¥y, yx’erdy, O,

35 By, xdy, E1(X)dy, O,

36 e Ay, ey, e 8y, 8y, —1 <a<b<1l,ab#0

37 ey, e bx sin xdy, e bx cosxdy, 0y, a >0

38 Oy, dy, X0y, X0y +(2y+x2)8y

39 9y, dx, Xy, (1 4+b)xdy + ydy, |b] < 1

40 3y, —xdy, By, ¥y

41 Oy, dy, X0y + y0y, Yoy — x0y

42 sinxdy, cos xdy, ydy, Ox

43 Oy, dy, X0y — ydy, Y0y, Xy

44 Ox, 0y, X0y, Y0y, YOy, X0y

45 By, By, X3y + ydy, ydy — xdy, (12 — ¥y — 2xydy, 2xyd, — (¥* — x2)dy
46 By, By, X3y, Yy, X2y, ¥2y

47 By, By, X8y, YOy, YOy, XDy, X28y + XYy, xydy + ¥20y

48 By, xdy, E1(0)Dy, .., E(X)By, r >3

49 Yy, dy, X0y, E1(X)0y, ..., & (x)dy, r =2

50 Ox, My, ..., (X)0y, r >4

51 Oy, ydy, N1y, ..., N (x)0y, 7 >3

52 Oy, dy, X0y +cydy, xdy, ..., x" 0y, r >2

53 Bx,By,xay,...,xr_lay,xax+(ry +x")dy, r >3

54 Ox, X0y, Yy, dy, Xy, ..., x"dy, r > 1

55 Oy, dy, 2x0y +71ydy, xzax + rxydy, xdy, xzay, e X0y, r>1
56 Oy, X0y, ydy, xzax +rxydy, dy, xay,xzay, oo, x"0y,r >0
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Here h(x) —h(x — 1) =c, k=€, k|

=kc, c; =sinc, ¢y = cosc where ¢, ¢3, k2, k3

are arbitrary constants. The following invariants and functions are used in Table B.2.

Iy =kPy —[e1y) + (c2 + ber)ye ],

Table B.2 Group classification of second-order DODEs on the domain of real space

No. Lie algebra Representation of second-order DODEs
1L} o Y'= Gy Y vy
2 L} 9.9, Y=o =y Y0
30 L% 0y Y=Yy =5
4 L3 0, xdc+ydy Y= Gy
5 L2 9 x0 V=320, ye )
6 LY 8y,x9y,E(X)dy V' =G =D G =D =y 4o
—Elc—E+EDO —Y))+E G =)
7 L3 3y, ydy, 0 yu:y/f(y;,yr , ;_)
8 Ly e dy.0:. 0y V'=fy = yp k(v —ye =y +yp) =Y
9 Ly By, 0y xdy V'=fO =y ey —y+yo)
10 L3, 8y, 8y, x0x + (x + )3y Vi=eV F =yl (y—yoe )
11 L3, e*d, —xe ™0y, 0, Y= (kG +Y) = O +yp),
ke(y +y') —ky + yr)
-2y +y
12 L7, 0y, 8y, xd + ydy V=0 -y O )
13 Ly 9y, %0y, ydy V=0 = f (xS
14 L3, 0y, 8y, x0, +aydy, y//=y'$_:%;f("y4%,y/(y—yr)“a;“))
O<lal<l,a#1
15 L} e *dy,e7%0,, 8, Y'= kG +Y) = (e + ), k=KD (y + )
O<lal<l,a#1 —(1—a)(ky—yz))—[(l—i—a)y’—i—ay]
16 L3}, e b sinxdy, e > cosxdy, oy y'= f(I1, ) — (2by’ + (B> + 1)y)
b>0
17 L3y 85 + 8y, x05 + ydy, 20, + %9, y/' = %(f(y ()2,
2
VER) — 20+ D)
18 L%O Bx,xax+%y8y,x28x+xy3y Y=y %f(V»YYr(*** )
19 L3, 8. x0,. 8y, vy Y =G (%)
20 L5 e *0y. 0r. 9y, y0, y'=(ky — yr)f(m) -y
21 LYy e ¥y, —xe By, 3. 0y y' = LA Dy bye
22 L3; e tdy.e7 0y, 0,0y V' = @ (FUD + @ = DKy = yp) =y

O<lal<l,a#1
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Table B.2 (continued)

Appendix B

No. Lie algebra

Representation of second-order DODEs

23 ng e bx sinxdy, e o8 xdy, dx, Dy

b>0

V' = fUs)=@*+Dlery, —(ca+be) (y—yo)

/
k0= (bertea)] —2by

JN2
24 L%y 8¢, xdx, ydy, x20 +xyd, ¥’ _f( )7(; >7)
25 L3 9y, —xdy, 5x73y, 0 o' =y =y = fFRY—y) —c(Y + )
—(h—1)2 Y (ve —
26 LY, e oy, e oy, —xe~ a0y yr = Udo=¢ (11) Lk)((,]v;;v;) 00D 9y 4y
27 LY, e %8y, —xdy, dy, 0y y = Lo
28 L§4 e—xay’ xay 2x e~ ay7 a, y// — k()"*’)”)‘f}({?)—()’r+,V;) _ (2y/+y)
29 Lis 8y, xdy, £1(x)dy, yd, V= f(X)((EffE,”)(Cy’ﬂ*;yz)gr(ficféﬁréf)(y/*y”))
1751
& =)
T
30 L, ¢y, €70y, 7Dy, By y = GO DE G+~ Gcty) =/ )
(kb —ke)(b—1)
—l<a<b<l,ab#0 — @ +y)+y)
31 LY, ey, e~P¥ sinxdy, e7P* cos xdy, O, V= (f U10) (@=b)>+ D[kP ey [ay+y - [k y—y'1])
a>0 [kP (c2+(b— a)cl) k]
— (2b(ay +y') +a? y)
32 Ly 0. dy.xdy., xd+ Qy -+ 200, = In (O — 02 F(220))
1/b
33 LYy 8y, By, xy, (1+b)xdy + vy =( —y)PH Iy — )P (7 = N
bl <1
34 Lio dy, —x8y, By, ¥y =0 - ypf(ryy’?ytyr)
35 L}, sinxdy, cosxdy, ydy, s ' =y(fU) (e + yyf(cz - %’,)) —-1)
36 Lt 0, n1(x)dy, ... 0 (x)dy DX,y yr. Y Y0 ")
r>4
37 L0, ydy. m1(0)dy. ... e (x)dy Pr(x, ¥, yr. Y Ve )
r>3
/)2
38 L3, 9y, x0ys, ydy, dy, X0y y =Rl
39 LI 9y, dy, 2x3x + ydy, X3y, x20, +xydy Y = (y—ki,)3
T+ (6 —=¥))
40 LY, B30y 6000, £200D, = M
b
I = (ca — be))leryr + (c2 + bey)y.] — [kc1y’ + ye,

I3 =ki(y,

Iy = (k" —ak+a—1)(ky —y,)

Is = [k"(c2 — bey) — 1[eryl —
(c2+be)lkPery’ — (v — yo)l,
— bek + ck — k) (k(y + ') — (yr

+ k" —
Ig = (k"
—(b— 1)K

—y =y +y)+ k= Dky —yp),
—ak?

— kbl =Dy —y+ e,
(c2+be)(y — yo)l

- )

—k)(ki(y+y)+ky — o),
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L=0k=D0—yr—cy)+k—c— D — ),
I3=clk(y +y) — (yr + y)1 = 2[ki(y +y) + ky — y1,
Iy =[—k"Tlac — kPF b 4+ k0H b + kPHY + ack® — K21k (y + ¥) — (v + y)]
— (K = k) (b — DIk — k) (yr + y2) — (1 — @)k (ky — yo)],
Lo =kP(c2 + (a — b)er — kY)Y (c1(ay.yL) — [c2 + (b — a)er 1k y — y1)
— [P + k% (c1(a — b) — )],
=2 to fO)+018
j=—3>—2 ="
cr+ 3= ) Bt

where
G =§/E" - &) +&E —&D,
=& =& —y+y) = Gle—&+EDO —yp),
G=8"(51c—& +&) — & (e — &+ &),
a=5E& — &) —&(E —&).

The function @; is

P1(x, Y, e, ¥ Ve, V) =9 (21, 22),
where y© =y, and

r r

1=y — Zcily(l_l), =y, - Zcizy('_l) (r=4).
i=1 i=1

The function ¢ (z1, z2) is such that

Cj1¢11+cj2¢Z2=0 (J=4a5r)
The function @; is defined by the formula:

,
®y(x, 3, ye. Y Ve V) =ye —cayy + ) (escn — ey Y, r =3,
i=1

where the constants ¢;1 and c;; obey the equalities

cacjpp—cj1=0 (j=4,....,r+1.

The functions 1, x, & (x), &(x), &(x) are linearly independent. The functions
n1(x), n2(x), n3(x), ..., n-(x) form a fundamental system of solutions of an r-order
ordinary differential equation with constant coefficients,

N+ eV e +en=0.
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